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ABSTRACT

Numerical Methods for Porous Media and Shallow Water Flows
&

An Algebra of Singular Semiclassical Pseudodifferential Operators

by

Gerardo Hernández-Dueñas

Co-Chairs:

Smadar Karni and Alejandro Uribe-Ahumada

Numerical Methods for Hyperbolic Systems. This work considers the Baer-

Nunziato model for two-phase flows in porous media with discontinuous porosity.

Numerical discretizations may fail to correctly capture the jump conditions across

the so-called compaction wave, and yield incorrect solutions. This work formulates

the system using the Riemann Invariants across the porosity jump, and proposes a

hybrid algorithm that uses the Riemann Invariants formulation across the compaction

wave, and the conservative formulation away from the compaction wave. The hybrid

scheme is described and numerical results are presented.

The shallow water equations for flows in channels with arbitrary cross-section

are also considered. The system forms a hyperbolic set of balance laws. Exact

steady-state solutions are available and are controlled by the relation between the

bottom topography and the channel geometry. In this work a Roe-type upwind

xv



scheme for the system is developed. Considerations of conservation, near steady-

state accuracy, velocity regularization and positivity near dry states are discussed.

Numerical solutions are presented.

Semiclassical Analysis. This work is also concerned with the quantization of

compact symplectic manifolds with boundary, contained in cotangent bundles. The

boundary is always foliated by curves tangent to the kernel of the pull-back of the

symplectic form. Assuming the fibrating-and-Bohr-Sommerfeld conditions, an algebra

of semiclassical pseudodifferential operators with singular symbols that are naturally

associated to the symplectic manifold is constructed. A symbolic calculus is devel-

oped, where elements in the algebra have principal symbols on the diagonal and on

the flow-out given by the fibers of the foliation, with a singularity on the intersection.

The singular principal symbols on the flow-out are identified with families of classical

pseudodifferential operators acting on smooth half-densities on the fibers. It is shown

that the algebra admits projectors under mild conditions, a generalized Szegö limit

theorem is proved, and some corresponding singular propagators are studied. The

action of the present singular propagators on coherent states is studied numerically,

and it is observed that the center of the coherent states may split into more than one

when it approaches to the boundary.
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CHAPTER I

Introduction to Hyperbolic Balance Laws

This work is concerned with numerical methods for hyperbolic balance laws.

Roughly speaking, these are equations of the form of hyperbolic conservation laws

with non-zero right-hand side terms. In this introductory chapter, we provide a quick

overview of solutions of hyperbolic conservation laws and some standard numerical

techniques used in the field. More details can be found in [LeV92, LeV02].

We start by considering nonlinear hyperbolic conservation laws, which are equa-

tions of the form

Wt + F (W )x = 0. (1.1)

Here W (x, t) = (W1(x, t),W2(x, t), . . . ,WN(x, t)) is the vector of conserved quantities,

N is the dimension of the system, F (W ) is the vector of flux functions, where the

Jacobian ∂F
∂W

has real eigenvalues and a complete set of eigenvectors. Except when

otherwise stated, we denote vector quantities with upper case letters, and scalars with

lower case letters.

Many physical phenomena can be modeled by this class of equations. The Euler

equations and the shallow water equations over flat topography are examples of such

systems.
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1.1 Weak Solutions

1.1.1 Shock Waves and the Entropy Condition

Hyperbolic conservation laws are distinguished by the propagation of information

along characteristics at finite speed. We illustrate it by considering the scalar case





ut + f(u)x = 0,

u(x, 0) = u0(x)
(1.2)

where f(u) is a convex (or a concave) function. The simplest example is the Burgers’

equation in which f(u) = 1
2
u2, and

ut + uux = 0.

The solution u is constant along the characteristics

x′(t) = u(x(t), t)

since

d

dt
u(x(t), t) = ut(x(t), t) + ux(x(t), t)x

′(t) = ut + uux = 0.

Furthermore, characteristics are straight lines and if the initial data are smooth,

this can be used to determine the solution u(x, t) for small enough t such that the

characteristics do not cross: For each (x, t) we can solve the equation

x = ξ + u0(ξ)t

for ξ and then

u(x, t) = u0(ξ).
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Here (ξ, 0) is the point in the x-axis in the (x, t)-plane that is connected to (x, t)

through the characteristic passing through (ξ, 0). The characteristics intersect when

faster information overtakes slower information, and multi-valued solutions appear

(see Figure 1.1). It can be shown that if the initial condition is smooth and u′0(x) is

negative somewhere, then the characteristics intersect at time

T =
−1

min u′0(x)
.

u(x,t)

u(x,0)

Figure 1.1: Characteristics and solution for the Burgers’ equation.

For t > T , solutions are extended as weak solutions, which are piecewise smooth,

separated by curves of discontinuity called shock waves. These weak solutions satisfy

an integral version of equation (1.1), which is obtained by integrating the equation

over the domain [x1, x1 + ∆x] × [t1, t1 + ∆t]:

x1+∆x∫

x1

W (x, t1 + ∆t)dx−
x1+∆x∫

x1

W (x, t1)dx

+

t1+∆t∫

t1

F (W (x1 + ∆x, t))dt−
t1+∆t∫

t1

F (W (x1, t))dt = 0

(1.3)

Notice that condition (1.3) does not require the solution to be smooth. Near shock
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waves, one can integrate equation (1.3) over a small finite volume (see Figure 1.2).

Assuming that the solution is approximately constant on each side of the box, one

obtains

∆x (Wℓ −Wr) + ∆t (Fr − Fℓ) = O(∆t2),

where Wℓ,Wr, Fℓ, Fr are the states and fluxes on left and right, respectively, and

∆x/∆t → s as ∆x,∆t → 0.

t

x

Shock

x 1

t1

1

x∆+x1
x1

t

t∆+t1
lW

rW

~~W

~~W
Zoom in

Figure 1.2: Shock waves in weak solutions.

This yields the Rankine-Hugoniot jump conditions

[F (W )] = s[W ],

where s is the speed of the shock, and [·] = ()r−()ℓ denotes the jump. Weak solutions

are not unique, even in the scalar case. The physically relevant solutions is selected

by the entropy condition. For convex (concave) functions f , the entropy condition

says

f ′(uℓ) > s > f ′(ur),

which reduces to the condition f ′(uℓ) > f ′(ur).

Another way to formulate the entropy condition uses a entropy function η(u) and a

corresponding entropy flux ψ(u) such that ψ′(u) = η′(u)f ′(u). The function u(x, t) is
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the entropy solution of (1.2) if, for all convex entropy function η(u) and corresponding

entropy flux ψ(u), the inequality

η(u)t + ψ(u)x ≤ 0

is satisfied in the weak sense. It can be shown that this condition selects the weak

solution which is the limit of the viscous equation as the viscosity tends to zero.

1.1.2 Rarefaction Fans

Entropy Violating Shock Wave

0

0

ul

u r

0

ul

ur

0

Shock Wave

Figure 1.3: Shock wave (left) and entropy-violating shock (right).

Figure 1.3 shows a shock wave that satisfies the entropy condition (left) and a

shock wave that violates it (right). The entropy-violating shock wave has character-

istics emerging from the shock wave, and makes it unstable to perturbation. Either

smearing out the initial profile a little, or adding some viscosity to the system, will

cause the shock to be replaced by a rarefaction fan of characteristics, as in Figure 1.4.

The Riemann problem consists of piecewise constant initial conditions

W (x, 0) =





Wℓ if x < 0,

Wr if x > 0.
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Characteristics

0

u l

u r

0

Rarefaction fan

Figure 1.4: Rarefaction fan for a scalar solution.

The solution for the Riemann problem may contain shock waves or rarefaction fans.

Rarefaction fans are smooth solutions of the form W (x, t) = ω(x/t), which are con-

stant along rays between the two states that are connected through the rarefaction.

Such a function W (x, t) = ω(x/t) is a solution of equation (1.1) if and only if

F ′(ω(ξ))ω′(ξ) = ω′(ξ) ξ,

where F ′(W ) = ∂F
∂W

is the Jacobian matrix. This implies that

ω′(ξ) = α(ξ) rp(ω(ξ)), ξ = λp(ω(ξ)),

where rp is an eigenvector of the Jacobian matrix, α(ξ) is a scalar, and λp is the cor-

responding eigenvalue. Rarefaction waves are characterized by quantities that remain

constant across the fan, also known as Riemann invariants. The Riemann invariants

associated to the p-th characteristic field are found by integrating the equations

dW1

r1
p

=
dW2

r2
p

= . . . =
dWN

rNp
,

where rp = (r1
p, r

2
p, . . . , r

N
p ). Therefore, each p-rarefaction in a N -dimensional system

has N − 1 Riemann invariants.

Two states Wℓ, Wr are connected through a p-rarefaction wave provided they lie
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on the same integral curve, and

λp(Wℓ) < λp(Wr).

For a nonlinear system it might happen that in one of the characteristic fields the

eigenvalue λp(u) is constant along the integral curves of this field, and hence

∇λp(W ) · rp(W ) ≡ 0 ∀W.

In this case we say that the pth field is linearly degenerate. The Euler equations have

this property, and the linearly degenerate field is known as contact discontinuity.

If the field is genuinely nonlinear (not linearly degenerate), we can find the solu-

tion inside the rarefaction by expressing the coefficient α(ξ) in terms of λp, rp. The

equation reduces to





ω′(ξ) = 1
∇λp(ω(ξ))·rp(ω(ξ))

rp(ω(ξ)), λp(Wℓ) = ξ1 ≤ ξ ≤ ξ2 = λp(Wr)

ω(ξ1) = Wℓ

1.2 Source Terms

We are particularly interested in conservation laws with source terms, also called

balance laws, which are of the form

Wt + F (W )x = S (x,W ) . (1.4)

They model a wide variety of physical phenomena, where the source terms S gener-

ally describe geometrical effects, and do not involve the derivatives of the solution.

Examples include source terms that describe the bottom topography of a domain,
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the geometry of a channel, or the effect of a non-cartesian geometry in the Euler

equations. The corresponding equation (1.3) becomes

x1+∆x∫

x1

W (x, t1 + ∆t)dx−
x1+∆x∫

x1

W (x, t1)dx+

+

t1+∆t∫

t1

F (W (x1 + ∆x, t))dt−
t1+∆t∫

t1

F (W (x1, t))dt =

t1+∆t∫

t1

x1+∆x∫

x1

S(x,W )dxdt

(1.5)

If the source terms are bounded, they do not affect the jump conditions and weak

solutions are obtained analogously. One can easily verify it by integrating equation

(1.5) on a small domain [x1 + ∆x, t1 + ∆t]

∆x (Wℓ −Wr) + ∆t (Fr − Fℓ) = O(∆t2) +

t1+∆t∫

t1

x1+∆x∫

x1

S(x,W )dxdt = O(∆t2),

which gives the same jump conditions

[F ] = s[W ].

Additional complications may arise when the source terms involve derivatives of the

solution, as observed in the Baer-Nunziato model studied in Chapter III.

1.3 Numerical Methods

1.3.1 Conservation

Due to the non-linearity of F (W ), exact solutions are rarely available. Solving

those systems then relies on numerical methods. Even when exact solutions may be

unattainable, much is known about the general mathematical structure of the so-

lutions. Numerical methods may be carefully built according to the structure and
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properties of the system. One such property is conservation. Godunov’s method

([God59]) considers initial data that are picewise constant, solves the Riemann prob-

lem between the cells, and integrates over each cell to update the solution in the next

time step. Figure 1.5 shows the schematic in the case where two waves are present.

The time step ∆t is required in principle to be small enough so that neighboring

Riemann problems are independent of each other. When two waves interact, they

slow down and the constraint on the time step can be relaxed. This yields the CFL

condition

λmax
∆t

∆x
≤ 1,

where λmax is the maximum eigenvalue of the Jacobian matrix over all the cells.

Conservative methods have the general form for the update of the cell averages

W n+1
j = W n

j − ∆t

∆x

(
Fj+1/2 − Fj−1/2

)
, (1.6)

where Fj+1/2 = F (Wj,Wj+1) is the numerical flux function. Different choices of the

numerical fluxes generate different methods. The Lax-Wendroff theorem ([LW60])

ensures that if the numerical solution converges to some function as the grid is refined,

the function has to be a weak solution of the conservation law.

Godunov schemes are conservative by construction. However, they require the

exact solution of the Riemann problem on each cell interface. This task might be not

possible to do systematically, or computationally expensive.

Instead of solving the Riemann problem exactly between cells, one can use approx-

imate Riemann solutions. In [Roe81], P.L. Roe proposed an upwind scheme based on

linearizing the Jacobian matrix at the interface between cells by a matrix Â(Wℓ,Wr)

satisfying the following conditions:

(i) Â(Wℓ,Wr)∆W = ∆F , where ∆W = Wr −Wℓ, ∆F = Fr − Fℓ

(ii) Â(Wℓ,Wr) is diagonalizable with real eigenvectors, and

9



j

t

t∆t+

x j−1/2 x x j+1/2

Cell jCell j−1 Cell j+1

W

W

W

j−1

j

j+1

x xj−1 j+1

Figure 1.5: Godunov’s methods.

(iii) Â(Wℓ,Wr) → F ′(W̄ ) smoothly as Wℓ,Wr → W̄

The Roe scheme is then given by

W n+1
j = W n

j − ∆t

∆x

{
A+
j− 1

2

(
W n
j −W n

j−1

)
+ A−

j+ 1
2

(
W n
j+1 −W n

j

)}
.

where,

A+∆W =
∑

λ̂k>0

αkλ̂kr̂k , A−∆W =
∑

λ̂k<0

αkλ̂kr̂k, ∆W =
∑

k

αkr̂k.

Here, λ̂k and r̂k are the eigenvalues and eigenvectors of the local linearization

of the Jacobian matrix, and αk are the wave strengths associated with ∆W . The

matrices A± are given by

A± =
1

2
R (Λ ± |Λ|)R−1,

where R is the matrix of eigenvectors, and Λ = diag(λ1, . . . , λN). If such a lineariza-

tion exists, this method can be written in the form (1.6), with

Fj+1/2 = F (Wj ,Wj+1) =
1

2
(F (Wj) + F (Wj+1)) −

∑

k

|λ̂k|αk r̂k,

where the eigenvalues and eigenvectors correspond to the linearization Â(Wj ,Wj+1).
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We have developed Roe-type upwind schemes in Chapters III and IV to compute

out numerical results. The scheme is extended to a second order scheme as a limited

Lax-Wendroff scheme (see [LeV92] for more details).

1.3.2 Numerical Treatment of Source Terms

A first numerical approach for balance laws is an operator splitting algorithm,

where the problem is divided into two subproblems:

(i) Update W n
j with any numerical scheme for the equation Wt + F (W )x = 0 to

obtain W n,∗
j .

(ii) Update W n,∗
j using an ODE integration to account for the source terms: Wt =

S(x,W ) to obtain W n+1
j .

The problems modeled by the equations above often have steady-state solutions when

a delicate balance between the flux gradient and the source terms is present. One

is often interested in near steady-state solutions, and splitting techniques perform

poorly in those cases, as they fail to maintain such a balance. In Chapters III and

IV, we use the Roe-type upwind scheme proposed in [Roe87] that projects the source

terms onto the characteristics fields. This is given by:

W n+1
j = W n

j − ∆t

∆x

{
A+
j− 1

2

(
W n
j −W n

j−1

)
+ A−

j+ 1
2

(
W n
j+1 −W n

j

)}
.

Here,

A+∆W =
∑

λ̂k>0

(αkλ̂k − βk)r̂k , A−∆W =
∑

λ̂k<0

(αkλ̂k − βk)r̂k

where λ̂k and r̂k are the eigenvalues and eigenvectors of some local linearization of

the flux Jacobian, to be specified, and αk and βk are the wave strengths associated
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with ∆W and the source:

∆W =
∑

k

αkr̂k, ∆xS =
∑

k

βkr̂k.

1.4 Description of Chapters II, III and IV

In the next three chapters, we introduce models that have additional numeri-

cal difficulties and show how the existing numerical methods may fail to correctly

compute the solutions. We then propose techniques that significantly improves the

numerical results, and compare them to the exact solutions.

The traffic flow model with variable coefficients is a scalar conservation law in

which the flux function may depend not only on the solution, but also on the spatial

variables. Chapter II shows additional complications on the structure of the solution

for the Riemann problem when the coefficients are discontinuous. We construct the

exact solution for the Riemann problem in the present context, and show how the

entropy condition selects a unique solution.

The traffic flow model with variable coefficients is a motivation to study gas flows

in porous media, which is a related model in systems. This is done in Chapter

III, which considers the Baer-Nunziato model for two-phase flows in porous media,

with discontinuous porosity. Computing solutions of the Riemann problem rests on

capturing the jump in the solution across the porosity jump. Numerical discretizations

may fail to correctly capture the jump in the solution across the porosity jump, also

called compaction wave, and yield incorrect solutions. Using the Riemann invariants

across the compaction wave as variables will trivially recognize and respect the correct

jump conditions. We have formulated the system using the Riemann Invariants across

the porosity jump, and propose a hybrid algorithm that uses the Riemann Invariants

formulation across the compaction wave, and the conservative formulation away from

the compaction wave. This algorithm describes what formulations we use near the
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compaction wave, and it can be discretized by any numerical scheme. A reduced

model is studied first, followed by a generalization of the hybrid approach to the

full system. Numerical results are presented. Appendix A shows how to obtain the

eigenvectors for various formulations of the equations.

Chapter IV considers the shallow water equations for flows through channels with

arbitrary cross-section. The system forms a hyperbolic set of balance laws. Exact

steady-state solutions are available and are controlled by the relation between the

bottom topography and the channel geometry. The equations can be derived by

depth-width averaging, and the properties of the system are described. We construct a

Roe-type upwind scheme for the system. Considerations of conservation, near steady-

state accuracy, velocity regularization and positivity near dry states are discussed.

The scheme obtained here is conservative and preserves steady states of rest. We show

how this property enables the scheme to accurately compute near general steady-state

flows. Numerical solutions are presented, illustrating the merits of the scheme for a

variety of flows and demonstrating the effect of the interplay between topography

and geometry on the solution. We also show the robustness of the scheme near dry

states in drainage problems. The last section studies positivity in Roe-type schemes

for shallow water flows in the absence of topography and geometry.
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CHAPTER II

The Traffic Flow

The traffic flow equations models the interaction between vehicles, drivers and

the infrastructure (highways, signage and traffic control devices). See for instance

[Pic09] for a model on flows on complicated domains and networks. In this chapter

we assume a simple relation between the velocity of the cars and the density, which

greatly simplifies the model (see discussion on [LeV92]). The aim of this chapter is

to show the additional complications that the Riemann problem has even in scalar

equations when the flux depends discontinuously on the spatial variables. Similar

complications arise in the study of gas flows in porous media with discontinuous

porosity, which is studied in Chapter III.

2.1 Weak Solutions in the Traffic Equation

We begin by considering the scalar problem of traffic flow:





qt + f(q)x = 0

q(x, t = 0) = q0(x).
(2.1)

Here q(x, t) is the density of the cars at time t and position x, f(q) = uq is the flux,

where u(x, t) = um (1 − q(x, t)) is the velocity of the cars, um being the maximum
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velocity. The velocity is maximum at zero density, and zero at density q = 1. Figure

2.1 shows how shock waves may appear in finite time along 1D road segments.

x(t)t

ρ

0.8

0.2

Characteristics
Initial density

t

Figure 2.1: Characteristics for the traffic equation.

The solution for a Riemann problem is very simple here, and consists of just one

wave. Notice that

[f ] = [um(q − q2)] = [q] um (1 − 2q̄), where q̄ =
qℓ + qr

2
.

If qℓ < qr, then the two states are connected through a shock wave with speed

s = um(1 − 2q̄), and the solution is given by

q(x, t) =





qℓ if x < st,

qr if x > st

Furthermore, the characteristic speed is

f ′(q) = um(1 − 2q).

If qr < qℓ, then the two states are connected through a rarefaction, and the solution
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for the Riemann problem is

q(x, t) =





qℓ if x/t ≤ f ′(qℓ)

−1
2um

(x/t− um) if f ′(qℓ) < x/t ≤ f ′(qr)

qr if f ′(qr) ≤ x/t

Figure 2.2 (left) shows the graph of f(q), two states connected through a shock wave,

q

f(q)

q q
l r

Flux: f(q)

q r
q

l

Flux: f(q)

q

f(q) x/t=f’(q  )r
x/t=f’(q  )

l

Shock Wave Rarefaction

Edges of fan
r rl ls=(f(q  )−f(q  ))/(q  −q  )

Characteristic speed Shock Speed
=f’(q)

Figure 2.2:
Graph of flux function with data connected through a shock wave (left) and
its speed and rarefaction fan (right) with its edges.

and the speed of the shock interpreted as the slope of the line joining the two points

on the graph. The sign of the slope determines the direction of the shock wave. The

slope f ′(q) of the tangent lines are the characteristic speeds, and Figure 2.2 (right)

shows the edges of a rarefaction fan as the slopes of the tangent lines at each point.

2.2 The Traffic Flow with Variable Coefficients

In a more realistic model, the maximum velocities may depend on the variable x

due to conditions of the road, speed limit, etc. We consider now the traffic equation
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with variable coefficients:





q(x, t)t + f(q(x, t), x)x = 0

q(x, 0) = q0(x),
(2.2)

where now the maximum velocity um = um(x) depends on x, u(x, t) = um(x) (1 −

q(x)). The flux f(q, x) = um(x) q(x, t) (1−q(x, t)) now depends on both, the solution

q and the spatial variable x. Along the characteristic curves:

x′(t) =
∂f

∂q
(q(x(t), t), t) (2.3)

we have

d

dt
(q(x(t)t)) = qx(x(t), t) x

′(t)+qt(x(t), t) = qx(x(t), t) (x′(t)−fq(x(t), t))−fx(x(t), t)

= −fx(x(t), t)

Godunov’s method necessitates an exact Riemann solver on each cell interface.

We now illustrate how to obtain the solution for the Riemann problem in the traffic

flow, which may become complicated in the presence of discontinuous flux functions.

In the Riemann problem, we will also consider um(x) piecewise constant

um(x) =





um,ℓ if x < 0

um,r if x > 0,

which defines two fluxes:

fℓ(q) = um,ℓ q(1 − q), fr(q) = um,r q(1 − q).

The discontinuity in um introduces a stationary wave, which we call interface. Thus,
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[f ] = s[q] = 0 across the interface, and the jump conditions reduces to

fℓ(qm,ℓ) = fr(qm,r),

where qm,ℓ, qm,r are states connected through the interface. A typical solution for

the Riemann problem is illustrated in Figure 2.3. The states qℓ, qm,ℓ (qm,r, qr) are

connected either through a left-going (right-going) shock wave or a left-going (right-

going) rarefaction fan.

Interface

q
l q

r

S R

Rarefaction

q
m,l

qm,r

Shock t

x

Figure 2.3:
Schematic for Riemann problem in traffic equation with variable coeffi-
cients.

In Figure 2.5, two states qℓ, qm,ℓ in the dotted curve generate either a right-going

shock wave, or a rarefaction fan with positive and negative characteristics speeds.

Thus, we cannot have both states on the dotted curves. Similarly, the graph of fr

cannot have both states qm,r, qr on the dotted curve.

Consider maximum velocities um,r > um,ℓ and two states qℓ < qr < 1/2. One can

find the solution to the Riemann problem if we know the wave configuration, i.e., if

we know the presence or lack of shock waves or rarefaction fans on either side of the

interface. See Figures 2.4 and 2.5 for the following analysis. The state qℓ cannot be

connected with another state qm,ℓ < 1/2 through a shock because it would have a

18



f(q)

x1/2

CharacteristicsGraphs for the fluxesf l and f r

l

fr

f
l

qr

q
1

r

Entropy Violating Solution

q

t

xq
m,r l q

m,l
q q

q

q

m,r

Figure 2.4:
Graphs of the fluxes, weak solution and characteristics of the Riemann
problem for a entropy violating solution

m,r

11/2

CharacteristicsGraphs for the fluxesf l and f r Solution

l

fr

f
q

qr

q l r

q

x

q

x

t
f(q)

q
m,r

q q

l

Figure 2.5:
Graphs of the fluxes, weak solution and characteristics of the Riemann
problem for um,r > um,ℓ, qℓ < qr < 1/2.

positive speed. Likewise it cannot be connected to any qm,ℓ through a rarefaction fan

because it would have the edges to the right of the interface (um,ℓ(1− 2qℓ) > 0). If qℓ

is connected to a state qm,ℓ > 1/2, the characteristics would cross the interface from

right to left. Since qr < 1/2 the solution would violate the entropy conditions, as

shown if Figure 2.4. Therefore, the only wave configuration that satisfies the entropy

conditions is qℓ is connected directly to a state on the right of the interface. We find

qm,r < 1/2 such that fℓ(qℓ) = fr(qm,r). The states qm,r, qr are connected through a

shock wave. The physically relevant solution is then shown in Figure 2.5.

One can show that this weak solution is stable to perturbations by smearing out
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Characteristic curves to the smeared profile (left) and weak solution
(right) of Figure 2.5.

the initial profile:

q0(x, ǫ) =





qℓ, x ≤ −ǫ

qℓ + qr−qℓ
2ǫ

(x+ ǫ),−ǫ < x ≤ ǫ

qr, x > ǫ

and similarly for um(x). Figure 2.6 (left) shows the characteristic curves in equation

(2.3) for initial data qℓ = 0.1, qr = 0.2, um,ℓ = .5, um,r = .7, ǫ = 0.07. We can

observe that the characteristic curves in the smeared profile are converging to the

wave configuration in Figure 2.5. Figure 2.6 (right) shows the weak solution to the

Riemann problem.
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Schematic, wrong weak solution and characteristics of Riemann problem
for um,r > um,ℓ, qℓ > 1/2, qr < 1/2.
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Now consider states qℓ > 1/2, qr < 1/2, and um,r > um,ℓ. The state qℓ can only be

connected to states qm,ℓ ≥ 1/2, otherwise it would develop a fan crossing the interface.

Similarly, qr can be connected only to states qm,r ≤ 1/2. Figure 2.7 shows one such

a solution, and we observe that the characteristics are emerging from the interface,

which violates the entropy condition. However, the boundary case qm,ℓ = 1/2 has a

rarefaction that ends at the interface. Figure 2.8 shows the graph of each flux, the

weak solution and schematic. We observe that the characteristics are converging to

a rarefaction that ends at the interface, a rarefaction on the right and characteristics

coming out of the interface on the right. We can show that the weak solution is stable

to perturbations. Figure 2.9 shows the characteristic curves for the smeared solution

with data qℓ = 0.8, qr = 0.1, um,ℓ = .5, um,r = .7, ǫ = 0.03.
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2.3 Conclusions

The solution to the Riemann problem in the traffic flow model with constant

coefficients can be easily computed and the configuration consists of only one wave.

When the flux depends discontinuously on the spatial variable, the structure of the

configuration consists of an additional stationary wave and one needs to determine

the correct configuration for given left and right states when we solve the Riemann

problem. Similar complications arise in the study of gas flows in porous media with

discontinuous porosity, which is studied in the next chapter.
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CHAPTER III

Flows in Porous Media

The generic formation of shock waves in solutions of nonlinear hyperbolic con-

servation laws necessitates the reliance on conservative formulations in numerical

computations. Isolated waves are characterized by flow invariances which simplify

the structure of the underlying flow but are not readily seen by the conservative for-

mulations. Multimaterial flows are one such example ([AK01, Kar94, Kar96]). Naive

discretizations based on conservative flow formulations fail to respect the fact that the

pressure and velocity are constant across the material front, and are often plagued by

pressure and other oscillations across propagating material interfaces. Recognizing

and respecting material front data is automatically accomplished by writing the evo-

lution equations directly in terms of the pressure and velocity variables, a property

which is trivially inherited by any consistent discretization of the pressure (and ve-

locity) evolution equation. The pressure and the velocity are the Riemann invariants

across material fronts, and formulating the flow equations in terms of these vari-

ables brings out the underlying simple structure of the flow, as these variables simply

‘do nothing’ across the front and in doing nothing, provide the correct statement of

the jump conditions. Another example is near steady-state computations of shallow

water flows. Here, the mass flow rate and total energy are constant in the smooth

steady-state limit. It has been recognized that incorporating these variables into the
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design of the numerical scheme makes it possible for the numerical scheme to recog-

nize and respect certain steady-state flows, which result in better accuracy for near

steady-state flows ([Rus05, NXS07a]).

Particle Bed

Gas

Figure 3.1:
A schematic (left) and typical weak solution (right) for the Riemann problem.

In this part of the thesis, we consider the Baer-Nunziato model [BN86] for two-

phase flow in porous media, with piecewise constant porosity. A schematic is given

in Figure 3.1. Solutions for the Riemann problem consist of two single-phase com-

pressible Euler sub-systems and an additional wave called a compaction wave, which

carries changes in porosity and provides the means through which the two phases are

coupled. Computing solutions of the Riemann problem rests on capturing the jump

conditions across the porosity jump. A recent numerical study [Low05], showed that

numerical methods may have difficulties to compute it correctly, and suggested that

this failure is due to the inability of the conservative formulation to preserve constant

gas entropy across the compaction wave front, resulting in an incorrect jump across

the wave front and yielding an incorrect solution. The gas entropy η is one of the

Riemann invariants across the porosity jump. The evolution equation for the gas

entropy is given by

∂η

∂t
+ u

∂η

∂x
= 0,

and has the attractive property that if the gas entropy is constant in the data, ηx = 0,

it will remain constant in the solution ηt = 0, a property which is inherited by

any numerical discretization. Although not in conservation form, this equation is

exact across a compaction wave front, and provides a way of imposing the jump
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conditions across it. We follow the rationale of the above examples and formulate

the Baer-Nunziato model in terms of the Riemann invariants across the compaction

wave. We examine the merit of a hybrid algorithm that uses the Riemann invariants

formulation across the compaction wave, and the conservative formulation away from

the compaction wave.

3.1 The Equations

3.1.1 The Baer-Nunziato Model

The Baer-Nunziato (BN) model was originally proposed in [BN86] to describe

the deflagration-to-detonation transition in reactive granular material. Neglecting

the terms due to combustion processes, drag and heat transfer, and focusing on the

hydrodynamic part of the system, the system is given by

(φgρg)t + (φgρgug)x = 0

(φgρgug)t + (φgρgu
2
g + φgpg)x = pg(φg)x

(φgEg)t + (ug(φgEg + φgpg))x = pgus(φg)x

(φsρs)t + (φsρsus)x = 0

(φsρsus)t + (φsρsu
2
s + φsps)x = pg(φs)x

(φsEs)t + (us(φsEs + φsps))x = pgus(φs)x

(φs)t + us(φs)x = 0

(3.1)

Here the subscript ( )g,s denote gas and solid phases respectively, ρ, u, p and E denote

the density, velocity, pressure and energy of the respective phases, both assumed ideal

fluids and satisfy the Equation of State

E =
1

2
ρu2 +

p

γ − 1
, (3.2)
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where γ is the ratio of specific heats, and φ is the porosity, satisfying

φg + φs = 1 . (3.3)

x

Rg
Rs Cg

WL

O,Cs

RW

Sg
Ss

t

Figure 3.2: Typical solution for the Riemann problem for the BN system (3.1) .

The coupling between the phases occurs through changes in porosity. The system

is inherently nonconservative due to momentum and energy exchange between the

phases. The underlying conservation is revealed upon addition of the momenta (en-

ergy) equations of the individual phases. The presence of the non-conservative terms

has major consequences both theoretically and computationally.

The eigenvalues and eigenvectors for this system are given by

Λ = diag (ug − cg, ug, ug + cg, us − cs, us, us + cs, us) , (3.4)
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RC =



1 1 1 0 0 0 ρgc
2
g

ug−cg ug ug+cg 0 0 0 ρgc
2
gus

hg−ugcg 1
2
u2
g hg+ugcg 0 0 0 ρg(v

2
ghg−ugc2gvg)−(v2

g−c2g)Eg
0 0 0 1 1 1 (v2

g − c2g)
(
ρs + pg−ps

c2s

)

0 0 0 us−cs us us+cs
(
v2
g − c2g

) (
ρs + pg−ps

c2s

)
us

0 0 0 hs−uscs 1
2
u2
s hs+uscs (v2

g − c2g)
(
Es + pg−ps

c2s
hs

)

0 0 0 0 0 0 v2
g − c2g




.

(3.5)

Here vg = ug − us, h = 1
2
u2 + c2

γ−1
is the specific enthalpy and c =

√
γp
ρ

the speed of

sound. We observe the three familiar waves in each phase, and an additional so-called

compaction wave. A solution for a typical Riemann problem is illustrated in Figure

3.2, where we have used (·)g,s to denote the gas and solid phases respectively, and O

to denote the compaction wave. We note that in this model, porosity changes are

carried with the solid phase, resulting in us being a double eigenvalue, corresponding

to a solid contact discontinuity and a compaction wave. The Riemann invariants

across a compaction wave are [AW04b, BN86, Low05, EB92]

[us] = 0 , [ηg] = 0 , [ηs] = 0 , [Q] = 0 , [P ] = 0 , [H ] = 0.

Here η = p
ργ is the entropy, Q = φgρgvg is the gas mass flux, H = 1

2
v2
g +

c2g
γg−1

is the

gas enthalpy and P = φgpg + φsps + φgρgv
2
g is the sum of phase momenta fluxes as

observed in the frame of reference of the compaction wave moving with speed us.

We note that the compaction wave is a linearly degenerate field, λ = us is constant

across the wave, and the solution simply translates with the constant speed us. In this

case, the Hugoniot curve and the integral curve agree, and the Riemann invariants

also represent conserved quantities across a porosity jump. See [EB92, LeV02] for
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more details.

The system is only conditionally hyperbolic, and may lose hyperbolicity if v2
g = c2g.

This corresponds, for example, to a flow in which the gas rarefaction straddles the

compaction wave. In this case, the set of eigenvectors is no longer linearly indepen-

dent. For certain data, the solution for the Riemann problem may be nonunique, and

continuous dependence on coefficients may be used to select the physically relevant

solution (for further discussion, see [AW04b, BN86, Low05, EB92, SWK06]).

3.1.2 Reduced Flow Model

If the solid phase is assumed stationary, us = 0, and incompressible, δρs = 0, the

porosity φ becomes a function of x alone and system (3.1) reduces to

(φρ)t + (φρu)x = 0

(φρu)t + (φρu2 + φp)x = pφx

(φE)t + (u(φE + φp))x = 0,

(3.6)

where we have removed the subscripts ()g to avoid notation clutter. Note that the

role of φ = φ(x) here is that of a variable coefficient. The reduced system (3.6) is in

fact the Euler equations through a channel with variable geometry. Here the porosity

can be viewed as a variable cross sectional area. We consider gas flow through porous

media with piece-wise constant porosity φ(x), as illustrated in Figure 3.3. This model

φ Piecewise constant:

Figure 3.3: Gas flow through a channel with discontinuous area variation.

is studied in [AW04a], and was considered as a simplification of the BN system (3.1)

in [Low05].
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System (3.6) can be rewritten in quasilinear form using the primitive variables

W P
t + A(W P )W P

x = 0,

where

W P =




ρ

u

p

φ



, A(W P ) =




u ρ 0 ρu
φ

0 u 1
ρ

0

0 γp u γpu
φ

0 0 0 0



. (3.7)

The eigenvectors and eigenvalues of the system are

RP =




1 1 1 −ρu2

−c/ρ 0 c/ρ uc2

c2 0 c2 −ρu2c2

0 0 0 φ(u2 − c2)




Λ = diag

(
u− c, u, u+ c, 0

)
. (3.8)

The first three eigenfields are analogous to single-phase Euler flow. The last eigenvec-

[

R C

S

LW
RW

]

O

Figure 3.4: Schematic of the Riemann problem of the reduced system (3.6).

tor corresponds to the stationary porosity interface, across which the jump conditions

are [AW04a, BN86, Low05, EB92]

[φρu] = 0, [η] = 0, [h] = 0. (3.9)
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We note that while the compaction wave is linearly degenerate, it does not behave

like a contact discontinuity. More specifically, it can be seen from (3.9) that if [p] = 0

as is the case across a contact discuntinuity, then (3.9b) implies [ρ] = 0, (3.9c) then

implies [u] = 0 and (3.9a) then implies that [φ] = 0. It follows that if [φ] 6= 0, as is the

case across the porosity jump, p, ρ and u are generally discontinuous (see discussion

in [Low05]).

Figure 3.4 shows a typical solution of a Riemann problem for the system (3.6)

consisting of a rarefaction (R), a shock (S), a contact wave (C) and a compaction wave

(O). Exact solutions to Riemann data may be obtained by embedding the interface

jump conditions (3.9) in a rootfinding iteration of two single-phase Riemann solutions.

Alternatively, one can start from a given state, say WR, and build up a solution of a

pre-determined wave structure using known relationships that hold across the single-

phase wavefronts and porosity jump. We note that for certain data, the solution for

the Riemann problem is not unique, and some consideration of continuous dependence

on coefficients may be used to select the relevant solution (see [AW04a] for more

details). In the numerical examples in this paper, we have used both approaches to

generate exact solutions. When using an iterative solver for given left/right states,

we have used the rootfinding algorithm proposed in [SWK06].

3.2 Numerical Scheme

The hybrid algorithm that we propose is formulated at the differential equations

level, and may be discretized by one’s favorite choice of scheme. The conservative

formulation (3.1) has the form

Wt + F (W )x = S,
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where F (W ) is the flux function and S denotes the nonconservative products. The

examples in the next two sections were obtained using a wave propagation Roe-type

upwind scheme [Roe81]

W n+1
j = W n

j − ∆t

∆x

{
A+
j− 1

2

(
W n
j −W n

j−1

)
+ A−

j+ 1
2

(
W n
j+1 −W n

j

)}
(3.10)

with

A+∆W =
∑

k

αkλ̂
+
k r̂k , λ̂

+
k = max (0, λ̂k)

A−∆W =
∑

k

αkλ̂
−
k r̂k , λ̂

−
k = min (0, λ̂k)

where r̂k and λ̂k are the eigenvectors and eigenvalues of some linearization of the

Jacobian matrix A = F
′
(W ), and αk are the wave strengths determined by ∆W =

∑
k αkr̂k .

The Roe linearization is used where applicable, other variables are linearized by

simple arithmetic averages

ρ̂ =
√
ρLρR

û =

√
ρLuL +

√
ρRuR√

ρL +
√
ρR

ĥ =

√
ρLhL +

√
ρRhR√

ρL +
√
ρR

c2 = (γ − 1)

(
ĥ− 1

2
û2

)
η̂ =

ηL + ηR
2

The conservative formulation of the model is solved in a split-step algorithm, the

upwind scheme (3.10) is applied to the Jacobian matrix A = F ′(WC), the source

terms in the momentum and energy equations are approximated by

p
∂φ

∂x
≈ 1

2

(
pj− 1

2

φj+1−φj−1

∆x
+ pj+ 1

2

φj+1−φj

∆x

)

up
∂φ

∂x
≈ 1

2

(
uj− 1

2
pj− 1

2

φj−φj−1

∆x
+ uj+ 1

2
pj+ 1

2

φj+1−φj

∆x

)
,

(3.11)
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where (·)j± 1
2

= 1
2
{(·)j + (·)j±1}. The compaction wave equation in (3.1) is approxi-

mated by the upwind scheme. The nonconservative formulations based on the Rie-

mann invariants are approximated by (3.10), with the matrix A denoting the coeffi-

cient matrix in the quasilinear form of the equations.

3.3 Numerics - Reduced System
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Figure 3.5: Computed (red) and exact (blue solid line) solution for initial data (3.12)
by the conservative (left) and hybrid (right) formulations.

In the following numerical examples, the initial data are given in terms of W =

(ρ, u, p, φ). Consider the Riemann problem

WL = (1.6934 × 102, 0, 2.96 × 108, 0.25)

WR = (7.6278 × 10−1, 0, 1.00 × 105, 1.00)
(3.12)

corresponding to a rarefaction wave that straddles the porosity interface, followed by

a right moving contact discontinuity and a shock. This problem was considered in

[Low05], here γ = 1.23, CFL = 0.8 and the grid has 2000 points. The numerical
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solution based on the conservative formulation and the exact solution are shown in

Figure 3.5 (left). The computation is in noticeable error, the solution appears to jump

incorrectly across the porosity change yielding an incorrect solution. As can be seen

in the figure and was put forward in [Low05] by way of explanation, the gas entropy

fails to remain constant across the porosity jump, resulting in incorrect jump across

the wave front and yielding incorrect solution. In the next section, we propose a more

direct way to impose the jump conditions across the porosity jump by formulating

the equations in terms of the entropy.

3.3.1 A Hybrid Formulation

By differentiating η = p/ργ and using the primitive variable formulation (3.7) it

is straightforward to derive the entropy evolution equation

ηt + uηx = 0. (3.13)

Equation (3.13) has the attractive property that when applied to data in which η

is constant, ηx = 0, η will trivially remain constant in the solution, ηt = 0. This

property is easily inherited by any consistent discretization of (3.13), which makes

(3.13) a suitable equation to use across the porosity jump where [η] = 0. We propose

that across the porosity jump, the momentum equation be replaced by the entropy

evolution equation (3.13). Away from the porosity jump, the flow reduces to two

uncoupled single-phase Euler flows and generically is expected to develop shock waves.

In these regions, we revert back to the conservative formulation. We therefore propose

the following hybrid formulation:
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(i) Away from the porosity jump solve

(φρ)t + (φρu)x = 0

(φρu)t + (φρu2 + φp)x = pφx

(φE)t + (u(φE + φp))x = 0

(3.14)

(ii) Across the porosity jump solve

(φρ)t + (φρu)x = 0

ηt + uηx = 0

(φE)t + (u(φE + φp))x = 0

(3.15)

We note that the energy flux may be written as u(φE + φp) = φρuh. It is

straightforward to see that if the data correspond to a porosity wave, hence satisfy

(3.9), all spatial derivatives in (3.15) vanish. Consequently, the entropy, enthalpy and

mass flow rate will remain constant in the analytic solution, as well as in any discrete

approximation based on (3.15). Thus, data corresponding to compaction waves are

recognized and respected by this formulation. This hybrid technique necessitates to

track the compaction wave front when we switch between the conservative and RI

formulation. We explain how we do it at the end of this chapter.

We also note that the conservative formulation is only used away from the porosity

jump, hence the source term on its right hand side in fact vanishes and the system

effectively reduces to two uncoupled standard Euler sub-systems.

The eigenvectors, eigenvalues and wave strengths for the conservative system are

given by
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RC =




1 1 1

u− c u u+ c

h− uc 1
2
u2 h + uc




αC1 =
∆p̃− ρ̃c ∆u

2c2

αC2 =
c2 ∆ρ̃− ∆p̃

c2

αC3 =
∆p̃+ ρ̃c ∆u

2c2

Λ = diag(u− c , u , u+ c)

where we have used (̃·) = φ(·) to denote the respective quantities scaled by φ, and

∆(·) = ()R − ()L to denote the difference between left and right quantities.

The eigenvectors of the nonconservative system (3.15) are derived in Appendix A.

Decomposing A∆WNC =
∑

k αkλ̂kr̂k =
∑

k zkr̂k in terms of the Riemann invariants

enables the scheme to recognize and respect porosity interface data. After some

algebra we obtain the so-called f-wave strengths (see [BLMR02])

RNC =




1 1 1

0 −γη
ρ̃

0

h− uc 1
2
u2 h+ uc




z1 = α1λ1 =
1

2
∆ (ρ̃u) +

p̃ (c+ (γ − 1)u)

2(γ − 1) ηc2
∆η − ρ̃

2c
∆h

z2 = α2λ2 = − p̃

ηc2
u∆η

z3 = α3λ3 =
1

2
∆ (ρ̃u) − p̃ (c− (γ − 1)u)

2(γ − 1) ηc2
∆η +

ρ̃

2c
∆h

3.3.2 Numerical Results

The next example corresponds to porosity interface data, extracted from the test

in Figure 3.5.

WL = (1.5113 × 102, 2.1231 × 102, 2.4836 × 108, 1.00)

WR = (9.5199 × 101, 1.3482 × 103, 1.4067 × 108, 0.25)
(3.16)
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Figure 3.6: Computed (red) and exact (blue solid line) solutions corresponding to
interface data (3.16): conservative (left) and hybrid (right) formulations.

Numerical and exact solution are shown in Figure 3.6, for the conservative (left) and

hybrid (right) formulations. We note that the conservative formulation has difficulties

keeping the entropy constant across the porosity jump, leading to erroneous waves

structure. Using the entropy equation across the porosity jump and the conservative

formulation everywhere else makes it possible to recognize and respect the interface

data and produces a clean and error free solution.

We recompute the Riemann problem (3.12), this time with the hybrid formulation.

Results are shown in Figure 3.5 (right) and are in excellent agreement with the exact

solution, also shown. The hybrid formulation clearly recognizes and respects interface

data, and yields the correct jump in the solution.

Figure 3.7 shows the computed solution by the hybrid scheme for two more Rie-

mann problems. On the left, the solution for the initial data

WL = (1.0555,−1.0651, 1.5, 1.00)

WR = (1.0000,−1.0000, 1.0, 1.25)
(3.17)
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corresponding to a left going rarefaction and a right going shock and on the right the

solution for the initial data

WL = (0.6894,−1.6941, 1.5, 1.00)

WR = (1.0000,−0.5000, 1.0, 1.25)
(3.18)

producing a left and right moving rarefactions. In both examples, γ = 1.4, the CFL

number is 0.8 and the grid has 400 points. Again, the jump in the solution across the
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Figure 3.7: Computed (red) and exact (blue solid line) solutions corresponding to
initial data (3.17) (left) and (3.18) (right).

interface is captured very well, and the computed solutions are in excellent agreement

with the exact solutions, also shown.

3.4 Numerics - BN System

We now generalize the computational framework proposed in Section 3.3 to the

full Baer-Nunziato system (3.1). We propose the following strategy:
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(i) Away from the compaction wave, solve for the conservative variables

WC = (φgρg, φgρgug, φgEg, φsρs, φsρsus, φsEs, φs) ; (3.19)

(ii) Across the compaction wave, solve the nonconservative system in terms of

the Riemann invariants

WRI = (us, ηg, ηs, Q, P, H, φs) . (3.20)

The eigenvalues of the system are given in (3.4), the eigenvectors for the conservative

formulation are given in (3.5). The corresponding wave strengths are

αC1 =
∆p̃g − ρ̃gcg∆ug

2c2g
− pg(cg + (γg − 1)vg)

2c2g(vg − cg)
∆φs

αC2 =
−∆p̃g + c2g∆ρ̃g

c2g
+

(γg − 1)pg
c2g

∆φs

αC3 =
∆p̃g + ρ̃gcg∆ug

2c2g
+
pg(cg − (γg − 1)vg)

2c2g(vg + cg)
∆φs

αC4 =
∆p̃s − ρ̃scs∆us

2c2s
− pg

2c2s
∆φs

αC5 =
−∆p̃s + c2s∆ρ̃s

c2s
− (γs − 1)ps

c2s
∆φs

αC6 =
∆p̃s + ρ̃scs∆us

2c2s
− pg

2c2s
∆φs

αC7 =
1

c2g − v2
g

∆φs

where we have used (̃·) to denote the respective quantities scaled by the corresponding

porosities φg,s. The last eigenfield, corresponding to the compaction wave, does not

play a significant role in the present context since it is proposed to use this formulation

only away from the compaction wave front, where the porosity does not vary and α7
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vanishes. In that case, we also note that the rest of the wave strengths reduces to

the standard expressions for the Euler system. The eigenstructure in terms of the

Riemann invariants WRI is given by

RRI =




0 0 0 −1 0 0 −1

0 1 0 0 0 0 0

0 0 0 0 1 0 0

1 −vg
p̃g
ηg c2g

1 ρ̃g 0 0 ρ̃g

vg − cg −v2
g

p̃g
ηgc2g

vg + cg 2ρ̃gvg + csρ̃s 0 0 2ρ̃gvg − csρ̃s

− cg
ρ̃g

1

γg − 1

p̃g
ηg ρ̃g

cg
ρ̃g

vg 0 0 vg

0 0 0 0 0 1 0




,

(3.21)

corresponding to the wave speed ordering

Λ = diag (ug − cg, ug, ug + cg, us − cs, us, us, us + cs) .

We note that the eigenfield corresponding to the double eigenvalue us is spanned by

two linearly independent eigenvectors, one corresponding to the contact discontinuity

carrying only changes in solid entropy ηs, and one corresponding to the compaction

wave, carrying only changes in the porosity φs.

The wave strengths expressed in terms of WRI are given by

α1 = − ρ̃g (vg − cg)

2cg
∆us +

p̃g (cg + (γg − 1)vg)

2(γg − 1)ηgc2g
∆ηg +

1

2
∆Q− ρ̃g

2cg
∆H,

α3 =
ρ̃g(vg + cg)

2cg
∆us −

p̃g (cg − (γg − 1)vg)

2(γg − 1)ηgc2g
∆ηg +

1

2
∆Q+

ρ̃g
2cg

∆H,

α2 = ∆ηg, α4 = −1

2
∆us +

M

2ρ̃scs
, α5 = ∆ηs, α6 = ∆φs, α7 = −1

2
∆us −

M

2ρ̃scs
,
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where M =
p̃g

(γg − 1)ηg
∆ηg − vg∆Q+ ∆P − ρ̃g∆H .

3.4.1 Numerical Examples

In all the following examples, initial data are given in terms of the primitive

variables W = (ρg, ug, pg, ρs, us, ps, φs).

Isolated Propagating Porosity Interface

The next example

WL = (1.0000, 2.0000, 0.5000, 2.0, 0.3, 5.000, 0.8)

WR = (0.2304, 2.4082, 0.0640, 3.0, 0.3, 13.0547, 0.3)
(3.22)

corresponds to a moving compaction wave/solid contact, propagating with speed us.

The CFL number is 0.8, the grid size is 400 points, and γg = γs = 1.4. It is not

difficult to show that for an isolated moving compaction wave, the RI-formulation is

in fact exact: it reduces to linear advection in the solid entropy and the porosity with

advection speed us, and keeps the other variables constant. At the discrete level, this

is reflected in the fact that for isolated interface data, all the wave strengths vanish

except for α5 and α6, which reduce to α5 = ∆ηs and α6 = ∆φs. Figures 3.8 and 3.9

show the results by both the conservative and the hybrid formulation. The results

clearly illustrate that the hybrid formulation recognizes and respects moving interface

data. The Riemann invariants for the latter computation are shown in Figure 3.10 and

confirm the ability of the formulation to treat correctly moving compaction waves.

We next consider Riemann problems corresponding to some degenerate wave con-

figurations, here degeneracy in the sense that certain waves may be missing in the

solution or that certain wave speeds may coincide. We examine the merit of the

Riemann invariants based algorithm in these flow computations.
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Figure 3.8: Computed (red dots) and exact (blue solid line) solutions for initial data
(3.22) by the conservative formulation.
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Figure 3.9: Computed (red dots) and exact (blue solid line) solutions for initial data
(3.22) by the hybrid formulation.

Compaction Wave attached to a Gas Rarefaction

This degenerate case is a borderline case where the system loses strict hyperbolicity

due to coinciding eigenvectors. The compaction wave is attached to the edge of the

rarefaction fan in the gas, as illustrated in Figure 3.11. The initial data are given by

WL = (0.2800,−3.3761, 0.1051, 2.0,−1.0, 1.9990, 0.5)

WR = (0.4666,−2.6668, 0.2148, 0.5,−1.0, 8.3989, 0.1)
(3.23)
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Figure 3.10: Computed (red) and exact (blue solid line) Riemann invariants for initial
data (3.22) by hybrid formulation.

following [AW04b]. Results by the conservative formulation are shown in Figure 3.12,

and exhibit errors near the compaction wave front. The solution shows noticeable

improvement in resolving the compaction wave front in the hybrid formulation results,

shown in Figure 3.13. Finally, as this example does not involve any shock waves, we

have also computed solutions entirely by the nonconservative Riemann invariants

formulation, whose eigenvectors are given by (3.21). The results are shown in Figure

3.14 and show further improvements over the hybrid formulation, indicating that

some of the remaining errors in Figure 3.13 are in fact due to the conservative part

of the hybridization.

Gas rarefaction

O,CsR

L
W W

R

Figure 3.11: Schematic for a compaction wave right at the edge of a gas rarefaction
fan.
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Figure 3.12: Numerical results for data (3.23) by conservative formulation.
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Figure 3.13: Numerical results for data (3.23) by hybrid formulation.
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Figure 3.14: Numerical results for data (3.23) by the Riemann invariants formulation.

Stationary solid phase

The following initial data

WL = (5.92,−0.74, 6.680, 0.550, 0.00, 0.3504, 0.3)

WR = (2.02, 0.86, 1.870, 1.264,−0.115, 1.1234, 0.7)
(3.24)
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Figure 3.15: Schematic of solution corresponding to initial data (3.24) (left) , (3.25)
(center) and (3.26) (right).
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Figure 3.16: Computed (red) and exact (blue slid line) solutions corresponding to
initial data (3.24) by the conservative formulation.
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Figure 3.17: Computed (red) and exact (blue solid line) solutions corresponding to
initial data (3.24) by the hybrid formulation.

is taken from [Low05] and correspond to the Riemann solution in which the gas phase

moves through a stationary solid phase, see schematic in Figure 3.15 (left).

Figures 3.16 and 3.17 show the computed and exact solutions by the conservative

and hybrid formulation respectively. The challenge in this problem is to compute

44



correctly the jump across the porosity interface. An additional and unrelated source

of computational difficulty is the absence of certain waves from the solution, namely

the acoustic waves in the solid phase. We note errors reminiscent of start-up errors,

propagating at speeds corresponding to ‘missing’ waves, which can be observed in

both sets of results. We can see that the hybrid strategy recognizes the Riemann

invariant across the porosity interface, and produces a clean jump in the solution

across the stationary interface at x = 0.03.

The following initial data

WL = (5.71,−0.75, 6.36, 0.553,−0.0553, 0.4527, 0.3)

WR = (1.94, 0.88, 1.75, 1.040, 0.00, 1.2200, 0.7)
(3.25)

is taken from [Low05] and correspond to the Riemann solution schematic in Figure

3.15 (center). Figures 3.18 and 3.19 show the computed and exact solutions by the

conservative formulation and the hybrid formulation respectively for data (3.25). In

this case the interface is moving slightly to the left. The hybrid strategy produces

clean solutions with the correct jumps at the interface.

Full Wave Configuration

The solution for the Riemann problem for the initial data (see [SWK06])

WL = (0.2, 0, 0.3, 1, 0, 1, 0.8)

WR = (1, 0, 1, 1, 0, 1.01, 0.3)
(3.26)

is depicted by the schematic in Figure 3.15 (right). Figures 3.20 and 3.21 show the

exact and computed solutions for the conservative and hybrid formulations respec-

tively.
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Figure 3.18: Computed (red dots) and exact (blue solid line) solutions corresponding
to initial data (3.25) by the conservative formulation.
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Figure 3.19: Computed (red dots) and exact (blue solid line) solutions corresponding
to initial data (3.25) by the hybrid formulation.

Shock Refraction at a Porosity Interface

In this example, a shock wave in the gas phase propagates to the right and hits a

porosity interface, see schematic in Figure 3.22. Initial data are given by

WL = (2.9330, 0.4136, 2.5000, 0.5476, 0.00, 0.3280, 0.3000)

WM = (2.5154, 0.2480, 2.0155, 0.5476, 0.00, 0.3280, 0.3000)

WR = (2.0462, 0.7114, 1.5096, 1.0400, 0.00, 1.2200, 0.7000)

(3.27)
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Figure 3.20: Computed (red dots) and exact (blue solid line) solutions corresponding
to initial data (3.26) by the conservative formulation.
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Figure 3.21: Computed (red dots) and exact (blue solid line) solutions corresponding
to initial data (3.26) by the hybrid formulation.

here WM is the pre-shock state to the left of the porosity interface. Figures 3.23 and

3.24 show the computed solution by the conservative and hybrid formulations at a

later time, after the shock has refracted at the porosity interface. Here, the conser-

vative formulation is solved by the unsplit scheme with source upwinding proposed

in [BLMR02], in which the source terms are projected onto the eigenvectors of the

system. This solution is in visible error in computing the jump across the porosity

interface, which results in inaccuracies in the other waves in the solution. The hybrid
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formulation produces a cleaner more accurate approximation.
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Figure 3.22: A shock hitting a porosity jump.
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Figure 3.23: A shock refracting at a porosity interface. Conservative method.

0 0.02 0.04 0.06
2

2.2

2.4

2.6

2.8

3

Gas Density

0 0.02 0.04 0.06

1.5

2

2.5

Gas Pressure

0 0.02 0.04 0.06
0.4

0.5

0.6

0.7

0.8

0.9

Gas Velocity

0 0.02 0.04 0.06

0.548

0.55

0.552

0.554

0.556

Gas Entropy

0 0.02 0.04 0.06

0.6

0.8

1

1.2

Solid Density

0 0.02 0.04 0.06
0.2

0.4

0.6

0.8

1

1.2

1.4

Solid Pressure

0 0.02 0.04 0.06

0

0.05

0.1

0.15

Solid Velocity

0 0.02 0.04 0.06

0.8

0.9

1

1.1

Solid Entropy

Figure 3.24: A shock refracting at a porosity interface. Hybrid method.
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Coinciding Shocks in Gas/Solid Phases

The following data

WL = (0.5806, 1.5833, 1.375, 0.2068, 1.4166, 0.0416, 0.1)

WR = (0.4890,−0.70138, 0.986, 2.2263, 0.9366, 6.0, 0.2)
(3.28)

is taken from [AW04b] and correspond to the eigenstructure on Figure 3.25. Here,

both phases have left moving shock waves, which are moving at the same speed. The

gas phase has a right moving shock which falls within a right moving rarefaction in

the solid phase. Here γg = γs = 1.4. Results by the hybrid formulation are shown in

Figure 3.26 and are in good agreement with the exact solution.

Gas shock

Cg

Ss

L
W W

R

Rs

CsO,

x

t

Sg
Sg

Solid shock

Gas shock

Figure 3.25: Schematic of solution corresponding to initial data (3.28), coinciding
shock and rarefactions.
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Figure 3.26: Computed ans exact solution corresponding to data (3.28). Hybrid for-
mulation.
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Shock Wave in gas near Compaction Wave

We expect the hybrid formulation not to perform well in wave configurations where

the shock in the gas phase is moving with the same or close speed to the compaction

wave. With this added degeneracy of an additional wave moving at the same speed as

the compaction wave, the Riemann invariants are no longer constant across the com-

bined wave front and the advantage of the formulation is lost. Furthermore, reverting

to the nonconservative Riemann invariants solver may result in more noticeable con-

servation errors in the vicinity of the shock. The next data taken following [AW04b]

produces this type of solution (see schematic in Figure 3.27 )

The initial data are

WL = (6.3311,−0.7890, 1.3244, 2.1917,−0.9950, 3.00, 0.5)

WR = (0.4141,−0.6741, 0.0291, 0.6333,−1.1421, 2.5011, 0.1)
(3.29)

Here γg = γs = 1.4. Numerical results by the hybrid formulation are shown in Figure

3.28. Considering the fact that the hybrid formulation is ill-suited for this type of

flow, the results are actually surprisingly good.

R

C

W

O,Cs S

S

x

t

Gas rarefaction

Solid rarefaction

Gas shock

WL

Figure 3.27: Schematic for data in (3.29), shock wave in gas near a compaction wave.

We conclude this section by making the following remarks:

Remark I:

In order to switch between the conservative and RI formulation, we need to track

the compaction wave front. There are various ways to do that. In the computations
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Figure 3.28: A shock wave in gas near a compaction wave. Numerical results for data
(3.29) by hybrid method.

presented in this paper, we have used gradient of the porosity φs to locate the interface.

More specifically, ∣∣∣∣
∆φs

(φs)R − (φs)L

∣∣∣∣ < ǫ,

for ǫ small, typically ǫ = 10−2 − 10−3.

Remark II:

Converting between the conservative and primitive variables in the case of multima-

terial flow involves closed form explicit formulas (see [AK01]). In the present case,

recovering the conservative set of variables from the Riemann invariants involves

rootfinding of ρg in the equation

Q2

2φ2
g

1

ρ2
g

+
γg

γg − 1
ηgρ

γg−1
g −H = 0. (3.30)

The equation may have more than one root, or no root at all. The latter may

occur when intermediate states are generated when a large initial jump resolves itself

into waves. By differentiating (3.30) with respect to ρg, it is possible to obtain a

condition for the existence of the root, and identify data for which there is no root.

In such cases, one may choose not to convert to the Riemann invariants and stick

with the conservative formulation, thus avoiding altogether the need for rootfinding.
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Alternatively, since the initial data itself always permits going back and forth between

conservative variables and Riemann invariants, one may repeat the calculation with

a smaller time step ∆t, typically half of the original ∆t to allow the flow to resolve

itself less abruptly.

3.5 Conclusions

State-of-the-art numerical schemes may fail to correctly compute the correct jump

in the solution across the compaction wave, affecting the rest of the solution and

producing completely erroneous numerical results. We propose a hybrid technique

that uses the Riemann invariants across the compaction wave and reverts back the

conservative formulation away from the porosity jump. This hybrid algorithm can

be discretized by any numerical scheme. The new hybrid formulation recognizes

and respects interface data, computes the correct jump in the solution across the

compaction wave and produces better clean results in the solution.

In [KHD09a] we explain the hybrid algorithm and show some results. In [KHD10]

we study and give details of the hybrid scheme both for the reduced model and for

the full system. We show the numerical results in a variety of different challenging

Riemann problems with missing waves or coinciding wave speeds.
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CHAPTER IV

Shallow Water Flows in Channels

The shallow water equations model a variety of atmospheric and geophysical flows.

They may be derived from the Euler equations by cross sectional averaging, and de-

scribe flows that are nearly horizontal. They form a set of nonlinear hyperbolic

conservation laws with geometric source terms representing the topography and ge-

ometry constraining the flow. Delicate balance between the flux gradient and the

geometric source terms give rise to a range of interesting flows including a variety of

non-trivial equilibrium solutions. This part of the thesis is concerned with shallow

water flows through channels of variable cross sectional area, where the interplay be-

tween the bottom topography and the contraction of the channel affects and controls

the resulting solution.

Recent years have seen a rapidly growing interest in development of numerical

methods for shallow water systems in various numerical frameworks [ABB+04, BK09,

Geo08, Jin01, KL02, KP07, LeV98, NPPN06, NXS07b, PS01, Roe87, Rus01], see

also the recent book [Bou04] and references cited therein. Most relevant for the

present work are papers involving shallow water flows in variable geometry, including

[KHD09b, VC99, GNVC00] where an upwind scheme for the single layer shallow water

is derived and generalized to rectangular channel flows, and [CGRGV+04] where the

Q-scheme [CMP01] is used to solve the two-layer shallow water system, the scheme in
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Figure 4.1: Schematic for the shallow water flow in a channel with vertical walls.
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Figure 4.2: Side, front and top view of the flow.

[VS03, ČŽVS04] based on central WENO reconstruction and [BK09] using a central-

upwind scheme [KP07].

Figure 4.1 shows a 3D view of a channel with vertical walls that we use to introduce

notation (in the next section). Figure 4.2 shows the side (left), front (middle) and

top (right) view of the flow in the channel.

4.1 The Model

We are interested in studying flows in more general channels, where the cross

sections are not necessarily vertical walls. The geometry of the channel may become

very complicated, as seen in Figure 4.3. While the model is formulated for channels
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Figure 4.3: Channels with non-vertical walls.
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with a general cross section, we approximate the channel walls by piecewise linear

segments, and the cross section by piecewise trapezoids, see Figure 4.4. The work in

rectangular channels appears in [KHD09b], and has been extended to channels with

arbitrary cross-section in [HDK10].

The shallow water equations for flow through channels with variable cross section

is given by 


A

Au



t

+




Au

Au2 + I1



x

=




0

I2 − gσB(x)hBx


 (4.1)

where h denotes the depth of the layer, u the velocity, B(x) the bottom topography,

σ(x, y) the channel geometry that depends on both the horizontal (x) and vertical

direction (y), A =
∫ B+h

B
σ(x, y)dy is the cross-sectional wet area, Au = Q is the

flow rate or discharge, σB(x) = σ(x,B(x)) the bottom channel width, and g the
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gravitational constant. We further use w = h+B to denote the total surface height,

I1 = g

w∫

B

(w − y)σ(x, y)dy = Ap,

where p denotes the cross-sectional average of the hydrostatic pressure, and (See

Figure 4.4)

I2 = g

w∫

B

(w − y)σx(x, y) dy.

Written in quasilinear form, the system is given by



A

Au



t

+




0 1

c2 − u2 2u






A

Au



x

=




0

c2 (hI3 − σBBx)


 (4.2)

where I3 = 1
h

∫ w
B
σx(x, y) dy is the averaged width variation, and the “speed of sound”

is given by c2 = gA/σT , where σT (x) = σ(x, h+B) is the width of the channel at the

top surface. Notice that c2 reduces to the familiar expression c2 = gh for rectangular

channels. The system is hyperbolic, with eigenvectors and eigenvalues

R =




1 1

u− c u+ c


 Λ =




u− c 0

0 u+ c


 , (4.3)

and is characterized by the nondimensional Froude number F , where F 2 =
u2

c2
. The

flow is described as subcritical for F 2 < 1 and supercritical for F 2 > 1.

Strict hyperbolicity is lost for h = 0, when eigenvectors coincide, representing a

so-called “dry state”.
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4.1.1 Derivation of The Model

Consider the Euler equations in three space dimensions:




ρ

ρu

ρv

ρw



t

+




ρu

ρu2 + p

ρuv

ρuw



x

+




ρv

ρuv

ρv2 + p

ρvw



y

+




ρw

ρuw

ρvw

ρw2 + p



z

= ~0

We will use the fundamental theorem of calculus

b∫

a

∂fdr = ∂

b∫

a

fdr −
[
f∣∣

b

∂b− f∣∣
a

∂a

]
. (4.4)

To Integrate the mass conservation equation over the wet area, we write

∫ ω
B

∫ σ(x,y)

0
∂ρ
∂t
dzdy = ∂

∂t

(∫ ω
B

∫ σ(x,y)

0
ρdzdy

)
− ∂h

∂t

∫ σ(x,y)

0
ρdz∣∣

y=ω

,

∫ ω
B

∫ σ(x,y)

0
∂
∂x

(ρu)dzdy = ∂
∂x

(∫ ω
B

∫ σ(x,y)

0
ρudzdy

)
−
∫ σ(x,y)

0
ρudz∣∣

y=ω

∂(ω)
∂x

+
∫ σ(x,y)

0
ρudz∣∣

y=B

∂B
∂x

−
∫ ω
B
ρu∣∣

z=σ(x,y)

∂σ(x,y)
∂x

dy,

∫ ω
B

∫ σ(x,y)

0
∂
∂y

(ρv)dzdy =
∫ σ(x,y)

0
ρvdz∣∣

y=ω

−
∫ σ(x,y)

0
ρvdz∣∣

y=B

−
∫ ω
B

∂σ(x,y)
∂y

ρv∣∣
z=σ(x,y)

dy,

∫ ω
B

∫ σ(x,y)

0
∂
∂z

(ρw)dzdy =
∫ ω
B

[
ρw∣∣

z=σ(x,y)

− ρw∣∣
z=0

]
dy.
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Adding the terms together yields

∂

∂t




ω∫

B

ρdzdy


+

∂

∂x




ω∫

B

σ(x,y)∫

0

ρudzdy




−
σ(x,y)∫

0

ρ

[
∂h

∂t
+ u

∂(ω)

∂x
− v

]
∣∣
y=ω

dz +

σ(x,y)∫

0

ρ

[
u
∂B

∂x
− v

]
∣∣
y=B

dz

+

ω∫

B

[
−ρu∣∣

z=σ(x,y)

∂σ(x, y)

∂x
− ρv∣∣

z=σ(x,y)

∂σ(x, y)

∂y
+ ρw∣∣

z=σ(x,y)

− ρw∣∣
z=0

]
dy = 0.

(4.5)

Similarly, we integrate the x-momentum equation

∫ ω
B

∫ σ(x,y)

0
∂
∂t

(ρu)dzdy = ∂
∂t

(∫ ω
B

∫ σ(x,y)

0
ρudzdy

)
−
∫ σ(x,y)

0
ρudz∣∣

z=ω

∂ω
∂t
,

∫ ω
B

∫ σ(x,y)

0
∂
∂x

(ρu2 + p) dzdy = ∂
∂x

(∫ ω
B

∫ σ(x,y)

0
(ρu2 + p) dzdy

)

−
∫ σ(x,y)

0
(ρu2 + p) dz∣∣

z=ω

∂ω
∂x

+
∫ σ(x,y)

0
(ρu2 + p) dz∣∣

y=B

∂B
∂x

−
∫ ω
B

(ρu2 + p)∣∣
z=σ(x,y)

∂σ(x,y)
∂x

dy,

∫ ω
B

∫ σ(x,y)

0
∂
∂y

(ρuv)dzdy =
∫ σ(x,y)

0
ρuvdz∣∣

y=ω

−
∫ σ(x,y)

0
ρuvdz∣∣

y=B

−
∫ ω
B

σ(x,y)
∂y

ρuv∣∣
z=σ(x,y)

dy,

∫ ω
B

∫ σ(x,y)

0
∂
∂z

(ρuw)dzdy =
∫ ω
B

[
ρuw∣∣

z=σ(x,y)

− ρuwz=0

]
dy.

Adding the terms together gives

∂
∂t

(∫ ω
B

∫ σ(x,y)

0
ρudzdy

)
+ ∂

∂x

(∫ ω
B

∫ σ(x,y)

0
(ρu2 + p) dzdy

)

−
∫ σ(x,y)

0

[
ρu∂h

∂t
+ (ρu2 + p)∂(ω)

∂x
− ρuv

]
∣∣

y=ω

dz +
∫ σ(x,y)

0

[
(ρu2 + p)∂B

∂x
− ρuv

]∣∣
y=B

dz

+
∫ ω
B

[
−(ρu2 + p)∣∣

z=σ(x,y)

∂σ(x,y)
∂x

− ρuv∣∣
z=σ(x,y)

∂σ(x,y)
∂y

+ ρuw∣∣
z=σ(x,y)

− ρuw∣∣
z=0

]
dy = 0.

(4.6)
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We impose the following physical assumptions:

(i) The pressure is given by hydrostatic balance:

p = p(y) = ρg(h + B − y), where y is the height and g is the gravitational

constant.

(ii) ρ = 1. Constant density.

(iii) The flow is nearly horizontal: We replace u2 = ū2,

and the following geometric assumptions:

(iv) The top surface is a streamline:
[
∂h
∂t

+ u∂(ω)
∂x

− v
]
∣∣
y=h+B

= 0.

(v) The flow is tangential to the bottom and channel walls, i.e., normal velocity

vanishes:

[
u∂B
∂x

− v
]∣∣

y=B

=0, [u∂σ(x,y)
∂x

+ v ∂σ(x,y)
∂y

− w]∣∣
z=σ(x,y)

=0 and w∣∣
z=0

=w∣∣
z=σ(x,y)

=0.

The assumptions above, together with equations (4.5) and (4.6) gives the shallow

water equation (4.1).

4.1.2 Steady-State Solutions

Proposition IV.1. For smooth flows, one may express the governing equations as

At + Qx = 0

Qt + u Qx + A Ex = 0
, (4.7)

where Q = Au is the discharge, and E = 1
2
u2 + g(h+B) is the energy.

Remark IV.2. The quantities Q and E are known as the equilibrium variables.

Proof. Using the relation

Ax =

ω∫

B

σx(x, y)dy + σTωx − σBBx,
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where ω = h + B is the total height and σT = σ(x, h + B) is the width at the top

surface, we get (see equation (4.2))

(
c2 − u2

)
+2uQx−c2




ω∫

B

σx(x, y) − σBBx


 = (c2−u2)Ax+2uQx−

gA

σT
(Ax − σTωx)

= −u2Ax + 2uQx + gAωx = uQx + u (uAx + uxA) − u2Ax + gA(h+B)x

= uQx + AEx,

as desired.

As a result, smooth steady-state solutions are characterized by two constants, the

flow rate Q, and the energy E

Q ≡ Au = Const , E ≡ 1

2
u2 + g(h+B) = Const,

of which it is easy to recognize the steady state of rest

u = 0 , h+ B = Const .

Exact smooth solutions can be found by rootfinding

1

2

Q2

A2
+ g(h+B) − E = 0 , A = A(h). (4.8)

In the straight channel case (σ = const.), smooth steady solutions satisfy (here ()′ =

d
dx

())

(F 2 − 1)h′ = B′.

At the crest B′ = 0, and the solution is either critical (F 2 = 1) or symmetric (h′ = 0).
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If the channel is rectangular with variable cross sectional width (σ = σ(x)), then

(F 2 − 1)h′ = B′ − hσ′

σ
F 2 . (4.9)

If the crest (B′ = 0) and the throat (σ′ = 0) occur at the same point, the right hand

side of (4.9) vanishes there and the flow is either symmetric or reaches criticality at

that point. Otherwise, criticality occurs where

B′ =
h

σ
F 2σ′

which is somewhere between the crest and the throat. For general channels (σ =

σ(x, y)), smooth steady-state solutions satisfy

(F 2 − 1)h′ =

(
1 − (σT − σB) F 2

σT

)
B′ − hI3

σT
F 2
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0.2
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Subcritical branch

0 0.07 0.14 0.21 0.28 0.35 0.4

h2

h3
h1

Figure 4.5: Smooth (left) and discontinuous (right) steady-state solutions, h vs. B

In unsteady flow calculations, one typically imposes the discharge Q at inflow and

the depth of the layer h at outflow. Depending on boundary conditions, steady states

may be smooth or not smooth, may remain subcritical or become supercritical. The

structure of the steady-state solution may be used to better understand the role of

the boundary conditions in unsteady flows. We illustrate this in Figure 4.5. For

simplicity, we consider the straight channel case, σ = 1, for given Q and E. At a
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given elevation B(x), h can be found from equation (4.8) by rootfinding. It is easy to

compute B(h) and reverse their roles to plot h(B), see Figure 4.5. We observe that

only values of B below some B∗ can be supported for given Q and E. Within that

range, for any given value of B, there are two possible values of h, corresponding to

subcritical flow (top branch) and to supercritical flow (bottom branch). At B∗, one

has B′(h) = 0, which can be easily shown to imply F 2 = u2/(gh) = 1, that is the

flow is critical at B∗.

Consider a flow from left to right over a bump in B that vanishes near the domain

boundaries. A solution that starts off as subcritical at inflow, accelerates as the flow

runs over the bump, and its Froude number increases. The solution moves to the

right along the top subcritical branch of the curve, until it reaches the crest at some

Bmax < B∗, beyond which the flow starts decelerating, its Froude number decreases,

and the solution moves back along the top subcritical branch, to meet the boundary

condition at outflow. For the case Bmax = B∗, the solution moves along the subcritical

branch all the way to B∗, becomes critical and depending on the boundary conditions,

it either returns to the subcritical branch or turns around to the supercritical branch.

If it continues along the supercritical branch, its Froude number continues to increase,

to meet the boundary condition at outflow. This flow accelerates smoothly from sub-

to supercritical flow (similar to Laval nozzle flow in converging-diverging channels).

In reference to Figure 4.5, h1 and h2 are the only boundary conditions at outflow

that produce smooth solutions: h1 produces a symmetric subcritical flow, and h2 an

asymmetric transcritical flow. To adjust to any other boundary condition at outflow

the flow must form a discontinuity. Figure 4.5 (right) shows several curves of h vs. B

for the same Q but different values of E. Each one of those curves corresponds to a

different smooth steady solution. A flow that starts off as subcritical at inflow along

the red curve, and needs to adjust to h3 at outflow, becomes critical as it reaches Bmax

then supercritical along the bottom red branch. It then jumps from the red curve to
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the top (subcritical) branch of the dashed green curve, a curve that corresponds to

a (lower) value of E, and continues smoothly along this branch to meet the outflow

boundary condition. The jump between curves occurs at the point where the shock

jump conditions are satisfied. Symmetric and asymmetric transcritical solutions are

illustrated in Figure 4.6

−10 −5 −2 0 2 5 10
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−10 −5 −2 0 2 5 10
0

0.4

0.8

1.35

−10 −5 −2 0 2 5 10
0

0.25

0.5

Max Fr

Fr=1 Fr=1

Figure 4.6:
Steady flow in a channel: Symmetric subcritical (left); Asymmetric tran-
scritical (middle); and Asymmetric transcritical with a shock (right)

4.1.3 The Entropy Function

Proposition IV.3. The system is endowed with an entropy function

E = AE − I1

satisfying an entropy inequality

∂E
∂t

+
∂

∂x

(
QE
)
≤ 0

Proof. We consider the shallow water equations with small friction term

At +Qx = 0

Qt + (Au2 + I1)x = I2 − gσB(x)hBx − ǫu,
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for some positive ǫ << 1 that represents a friction coefficient. Then

uQt + (c2 − u2)uAx + 2u2Qx − c2u(hI3 − σBBx) = −ǫu2 ≤ 0

Using the fact that At = −Qx, one can write the inequality above as

(
1

2
Au2

)

t

+
3

2
u2Qx − u3Ax + uc2 (Ax − hI3 + σBBx)

Using that

Ax =

ω∫

B

σx(x, y)dy + σTωx − σBBx,

where ω = h + B is the total height and σT = σ(x, h + B) is the width at the top

surface, we get (
1

2
Au2

)

t

+
1

2
u3Ax +

3

2
Au2ux + gQωx ≤ 0

One can rewrite the inequality above as

(
A

(
1

2
u2 + gB

))

t

− ghQx + (QE)x ≤ 0

Notice that

∂

∂t
I1 = gA ωt, At = σT ωt, (Agh)t = −ghQx − c2Qx.

This implies that

(AE − I1)t + (QE)x ≤ 0,

which concludes the proof.
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4.2 Numerical Method

We write system (4.2) as

Wt + A(W )Wx = S(W )

and use a Roe-type upwind scheme [Roe81], with upwinding of the geometric source

terms as proposed in [Roe87]. The scheme has the general form

W n+1
j = W n

j − ∆t

∆x

{
A+
j− 1

2

(
W n
j −W n

j−1

)
+ A−

j+ 1
2

(
W n
j+1 −W n

j

)}
. (4.10)

Here,

A+∆W =
∑

λ̂k>0

(αkλ̂k − βk)r̂k , A−∆W =
∑

λ̂k<0

(αkλ̂k − βk)r̂k (4.11)

where λ̂k and r̂k are the eigenvalues and eigenvectors of some local linearization of

the flux jacobian, to be specified, and αk and βk are the wave strengths associated

with ∆W and the source

∆W =
∑

k

αkr̂k, ∆xS =
∑

k

βkr̂k (4.12)

given by

α1 =
(û+ ĉ)∆A− ∆Q

2ĉ
, β1 =

ĉ2
(
σ̂B∆B − ∆x ĥI3

)
+ Ĝ

2ĉ

α2 = −(û − ĉ)∆A− ∆Q

2ĉ
, β2 = −

ĉ2
(
σ̂B∆B − ∆x ĥI3

)
+ Ĝ

2ĉ
.

(4.13)
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where we have used (̄ ) = ()L+()R

2
to denote arithmetic averages, and (̂ ) to denote

other linearized quantities as defined below

Â = 1
2

[∫ wL

BL
+
∫ wR

BR

]
σ̄(y)dy, σ̄(y) = 1

2

(
σL(y) + σR(y)

)
,

û =

√
ALuL +

√
ARuR√

AL +
√
AR

, ĉ2 = g bA
cσT
,

(4.14)

σ̂T and σ̂B are the linearized widths at the top/bottom surface

σ̂T ∆(h+B) =

wR∫

wL

σ̄(y)dy , σ̂B ∆B =

BR∫

BL

σ̄(y)dy, (4.15)

and

∆x ĥI3 =
1

2



wL∫

BL

+

wR∫

BR


∆σ(y)dy , Ĝ = g

wR∫

wL

(w − y)σ(x, y)dy, (4.16)

The above linearization is conservative, and respects steady state of rest (see Section

4.2.1 for details), and in the case of vertical walls σ(x, y) = σ(x), reduces to

Â = σ̄ h̄, σ̂T = σ̂B = σ̄ ĉ2 = gh̄, û =

√
ALuL +

√
ARuR√

AL +
√
AR

,

∆x ĥI3 = h̄ ∆σ, Ĝ = g
4
∆σ (∆(h +B))2
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4.2.1 Derivation of the Linearization

4.2.1.1 Conservation

We consider system (4.1), and relate the conservative and quasilinear forms. At

the differential level we have




Au

Au2 + I1



x

=




0 1

c2 − u2 2u






A

Au



x

+




0

c2 (−hI3 + σBBx) + I2 − gσBhBx


 ,

(4.17)

where the geometric terms on the right hand side arise from careful application of the

Fundamental Theorem of Calculus (FTC) to I1. We further note that the underlined

geometric term in (4.17) cancels out with an identical term in the geometric source

in (4.1), and while it appears in the derivation of the method, it ’washes out’ and

ends up not playing a role in the method. We focus on the second component of this

vector equation, and seek a discrete analogue. We use the following discrete version

of the FTC

∆

b(x)∫

a(x)

f(y, x)dy ≡
bR∫

aR

f(y, xR)dy −
bL∫

aL

f(y, xL)dy

=
1

2




bL∫

aL

+

bR∫

aR


∆f(y)dy +

bR∫

bL

f̄(y)dy −
aR∫

aL

f̄(y)dy,

(4.18)

where we have used here and in what follows ∆( ) = ( )R − ( )L, and (̄ ) =
(
( )R +

( )L
)
/2.

The discrete version of (4.17) requires the flux difference ∆
(
Au2 + I1

)
. We begin

by seeking a linearization of û for which

∆(Au2) = 2û∆(Au) − û2∆A
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which is satisfied by the familiar expression

û =

√
ALuL +

√
ARuR√

AL +
√
AR

.

We next apply the discrete FTC (4.18) to express ∆I1

∆I1 = g∆

w∫

B

(w − y)σ(x, y)dy =
g

2



wL∫

BL

+

wR∫

BR


∆

(
(w − y)σ(x, y)

)
dy

+ g

wR∫

wL

(w − y)σ(x, y)dy − g

BR∫

BL

(w − y)σ(x, y)dy

=
g

2



wL∫

BL

+

wR∫

BR


 (σ̄(y)∆w + (w̄ − y)∆σ(y))dy

+ g

wR∫

wL

(w − y)σ(x, y)dy − g

BR∫

BL

(w − y)σ(x, y)dy

= gÂ∆w + ∆x Î2 + Ĝ− gσ̂Bh ∆B,

(4.19)

where we define

Â := 1
2

[∫ wL

BL
+
∫ wR

BR

]
σ̄(y)dy, ∆x Î2 := g

2

[∫ wL

BL
+
∫ wR

BR

]
(w̄ − y)∆σ(y)dy,

Ĝ := g
∫ wR

wL
(w − y)σ(x, y)dy, gσ̂Bh∆B := g

∫ BR

BL
(w − y)σ(x, y)dy.

In order to express ∆w in (4.19) in terms of the conserved variables, we apply the

discrete FTC (4.18) to the wet area A(x) =
∫ w
B
σ(x, y)dy and obtain

∆A =
1

2



wL∫

BL

+

wR∫

BR


∆σ(y)dy +

wR∫

wL

σ̄(y)dy −
BR∫

BL

σ̄(y)dy

= ∆x ĥI3 + σ̂T∆(h+B) − σ̂B∆B ,

(4.20)
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where we define

∆x ĥI3 :=
1

2

[∫ wL

BL
+
∫ wR

BR

]
∆σ(y)dy, σ̂T ∆(h +B) :=

∫ wR

wL
σ̄(y)dy ,

and σ̂B ∆B :=
∫ BR

BL
σ̄(y)dy.

Rearranging (4.20) yields

∆(h+B) =
1

σ̂T

{
∆A + σ̂B∆B − ∆x ĥI3

}
. (4.21)

and ∆I1 becomes

∆I1 =
gÂ

σ̂T

[
∆A + σ̂B∆B − ∆x ĥI3

]
+ Ĝ+ ∆x Î2 − gσ̂Bh ∆B.

This suggest to define

ĉ2 =
gÂ

σ̂T
.

yielding

∆I1 = ĉ2∆A+ ĉ2
[
−∆x ĥI3 + σ̂B∆B

]
+ Ĝ+ ∆x Î2 − gσ̂Bh ∆B

The discrete version of (4.17) then becomes

∆




Au

Au2 + I1


 =




0 1

ĉ2 − û2 2û







∆A

∆(Au)




+




0

ĉ2
(
−∆x ĥI3 + σ̂B ∆B

)
+ Ĝ+ ∆x Î2 − gσ̂Bh ∆B


 ,

(4.22)

and the last two terms cancel out with identical terms in the numerical approximation

of the geometric source, in the same way that they do at the differential equation level

in (4.1).

69



It is easy to verify that

∆




Au

Au2 + I1


− ∆x




0

∆x Î2 − gσ̂Bh ∆B


 =

∑

k

(
λ̂kαk − βk

)
r̂k

where

α1 =
(û+ ĉ)∆A− ∆

(
Au
)

2ĉ
, β1 =

ĉ2
(
σ̂B∆B − ∆x ĥI3

)
+ Ĝ

2ĉ

α2 = −(û− ĉ)∆A− ∆
(
Au
)

2ĉ
, β2 = −

ĉ2
(
σ̂B∆B − ∆x ĥI3

)
+ Ĝ

2ĉ
.

4.2.1.2 Respecting Steady State of Rest

Consider the total fluctuation in the first wave family

α1λ̂1 − β1 = (û− ĉ)
(û+ ĉ)∆A− ∆

(
Au
)

2ĉ
−
ĉ2
(
σ̂B∆B − ∆xĥI3

)
+ Ĝ

2ĉ

which, for steady state of rest, u = 0, ∆(h +B) = 0, reduces to

α1λ̂1 − β1 = − ĉ
2

(
∆A+ σ̂B∆B − ∆xĥI3

)
= −(α2λ̂2 − β2)

and observe that (4.21) implies the total fluctuation vanishes, which insures that

steady states of rest are recognized and respected.

A Comment about More General Steady States

The above version of the scheme respects steady state of rest. It is generally not

easy to design a scheme that respects all steady states, even if smooth, and often

necessitates nontrivial rootfinding (see [CPMP07, NPPN06, NXS07b]). We would

like to make the following observations.
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As seen in equation (4.7), one may express the governing equations in terms of

the equilibrium variables Q and E as follows (for smooth flows)

(A)t + Qx = 0

(Au)t + u Qx + A Ex = 0
.

This formulation trivially respects all smooth steady states, and does not require

resorting to rootfinding. Of course, system (4.7) is not in conservation form, but

for smooth flows, computed solutions are conservative to the order of the numerical

approximation, which can be as high as one wishes. Where (4.7) falls short is in

handling discontinuous flows.

In [BLMR02], a method was proposed for conservation laws with spatially varying

flux functions. The method uses the so-called f-waves, and is suitable for computations

of near steady-state flows in that the entire residual

∆F − ∆xŜ

is decomposed onto the characteristic fields, for some linearization of the source Ŝ. If a

source linearization can be found so that the steady state is recognized on the discrete

level, the residual is identically zero and so are its projections onto the characteristic

fields.

For rectangular channels, we write the fluctuations in terms of the equilibrium

variables, ∆Q and ∆E. Using repeatedly the identity ∆(AB) = Ā∆B+ B̄∆A where
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¯( · ) indicates arithmetic average, we obtain

∆
(
σhu2 + g

2
σh2
)

≡ ū∆Q+ σhu∆u+ g
2
σ̄∆h2 + g

2
h2 ∆σ

= ū∆Q+ Q̄∆u+ gσ̄ h̄∆h+ g
2
h2 ∆σ

= ū∆Q+
(
Q̄− σ̄ h̄ ū

)
∆u+ σ̄ h̄ ū∆u+ gσ̄ h̄∆h+ g

2
h2 ∆σ

= ū∆Q+ σ̄ h̄ ∆
(

1
2
u2 + gh

)
+ g

2
h2 ∆σ +

(
Q̄− σ̄ h̄ ū

)
∆u .

Using

∆x
(
Ŝ
)(2)

= −gσ̂h∆B +
1

2
gĥ2∆σ := −gσ̄h̄∆B +

1

2
gh2∆σ

we obtain the discrete identity

(
∆F − ∆xŜ

)(2)
= ∆

(
σhu2 + g

2
σh2
)

+ gσ̄h̄∆B − 1
2
gh2∆σ

= ū∆Q+ σ̄ h̄ ∆E + (Q̄− σ̄ h̄ ū)∆u︸ ︷︷ ︸
Conservation Correction Term

.

We make the following comments:

(i) It is easy to see that ∆F − ∆xŜ ≡ 0 for steady state of rest.

(ii) For more general smooth steady states,
(
∆F − ∆xŜ)(2) = (Q̄− σ̄ h̄ ū)∆u 6= 0.

We observe that

(
Q̄− σ̄ h̄ ū

)
∆u =

{∆u∆ (σh) + ∆h∆ (σu) + ∆σ∆ (hu)

8

}
∆u = O(∆x)3

is small for smooth flow, so the residual that is being decomposed is very small,

which may explain good behaviour of the method for general (smooth) steady

states.
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(iii) The wave strengths expressed in terms of ∆Q and ∆E are given by

Z1 = 1
2
∆Q− σ̄

2g
c̄ ∆E − Q̄−σ̄ h̄ ū

2c̄
∆u

Z2 = 1
2
∆Q+ σ̄

2g
c̄ ∆E + Q̄−σ̄ h̄ ū

2c̄
∆u.

(4.23)

We have used both versions of the upwind scheme (4.10)-(4.16) and (4.23) in the

computations of the next section. In general, we have found them to give very similar

results.

Entropy Fix

It is known that Roe-type schemes require an entropy fix [LeV92]. We have

implemented an entropy fix following [HH83], as discussed in [LeV92]. It is our

experience that implementing an entropy fix is crucial for computations of drainage

problems, where the flow develops centered rarefactions in regions of very thin layers

(see Section 4.3).

Straight channels with flat topography corresponds to the regular shallow water

equations with no source terms. In the present context, a numerical scheme is called

positivity preserving if the numerical solution given by the scheme has positive layer’s

depth in all the cells provided that the depth is positive in the initial data. Following

[Dub99], we developed a positivity preserving numerical scheme in Appendix 4.4 using

positive Roe matrices.

Velocity Regularization and Positivity

When h << 1 is very small, for example in drainage problems, recovering the ve-

locity u in the standard way u = Q/A becomes inaccurate and may cause instabilities.
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This is often remedied by regularizing the velocity, for example

u =
2Q

A+max(A, ǫ)
. (4.24)

Typically, ǫ = O(10−5). Other formulas may be used [BK09, KP07]. For drainage

problems, we have also used

u = sign(Au) {max (2 (EStSt − g(h+B)) , 0)}1/2 for h < ǫ (4.25)

which replaces u in very thin layers by a value consistent with the steady-state solution

towards which the solution is converging (e.g. EStSt is the final steady-state energy for

the drainage problem). This formula often gives very smooth and clean convergence

(see numerical results in Section 4.3). The current version of the scheme is not

positive, but has proven to be extremely robust in maintaining positivity, for example

in drainage problems (see Section 4.3).

4.3 Numerical Results

The numerical scheme is formulated in terms of integrals over general channel cross

sections. In this section, we present results for various shallow flows through chan-

nels with various geometries, including rectangular, trapezoidal and general (multi-

trapezoidal) cross sectional areas. Unless otherwise stated, the examples use g = 9.81,

a grid of 200 points, and a CFL number of 0.9.

4.3.1 Rectangular Channels

The examples in this subsection involve channels with rectangular variable (in x)

cross sections.
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Small Perturbation to Steady State

In the first example, the initial data is a small perturbation to steady state of rest.

By design, the scheme (4.10)-(4.16) preserves steady state of rest, and the propagation

of small perturbations thereof is computed very accurately. Computed solutions are

shown in Figure 4.7, for centered and off-centered channel contractions. Once the

small perturbation leaves the computational domain, the unperturbed steady state is

recovered.
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Figure 4.7:
Propagation of small perturbation to steady state of rest through a con-
tracting rectangular channel, ǫ = 10−2: Centered contraction (left) and
off centered contraction (right) T=0,0.02,0.05, 0.15,0.25 and 0.5.

A comparison with results by the central-upwind scheme [BK09] are shown in
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Figure 4.8 for ǫ = 10−5, on a grid of 200 points. Results are similar, with the upwind

scheme better able to maintain a sharp profile of the perturbation.

0 0.5 1
1

1

1

Figure 4.8:
Propagation of small disturbance to steady state of rest through a con-
tracting rectangular channel, ǫ = 10−5. Total water height, w = h+B, at
t = 0.25 (dots) over initial conditions (solid line): central-upwind [BK09]
(left) and upwind (right) schemes.

The propagation of a small perturbation to a non-rest steady state is shown in

Figure 4.9. Again, once the perturbation leaves the computational domain, the unper-

turbed steady state is recovered, indicated by Q and E going back to their constant

unperturbed levels.
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Figure 4.9:
Propagation of small perturbation to non rest steady state through a
contracting rectangular channel, ǫ = 10−2, centered contraction. The
total height for the initial perturbation (top left) and the equilibrium
variables for T = 0,0.8,1.9,2.4 and 4 are shown.
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Convergence to Steady State

The next set of examples illustrates the long time convergence of transient solu-

tions to a steady state. The channel has vertical walls, with a parabolic contraction.

In all cases, the flow discharge Q was imposed at inflow, and the depth of the layer h

was imposed at (subcritical) outflow. Figure 4.10 (top) shows a schematic of the ge-

ometry (not drawn to scale) and includes a straight channel, a channel with centered

contraction and a channel with off-centered contraction. Below the geometry, Figure

4.10 shows the topography B and water level h+B at steady state for (i) subcritical

flow (top middle), (ii) smooth transcritical flow (bottom middle) and (iii) transcriti-

cal flow with a jump (bottom). The following boundary conditions were specified for

(i) straight channel (ii) centered and (iii) off-centered contraction respectively. The

bottom topography in all the examples is B(x) = max {(0.05(4 − x2), 0)}. The geom-

etry is given by a parabolic contraction extending from x0 to x1, as specified in the

following table. Computed solutions are in excellent agreement with exact solutions,

also shown.

Qin hout σmin x0 x1

1.0 −10 10 : straight

subcritical flow: 4.42 2.0 0.9 −5 5 : centered

0.9 −3 9.5 : off-centered

0.4058 1.0 −10 10 : straight

smooth transcritical flow: 1.53 0.3384 0.7 −5 5 : centered

0.3356 0.6 −3 9.5 : off-centered

0.34 1.0 −10 10 : straight

transc. flow with jump: 0.18 0.34 0.66 −5 5 : centered

0.39 0.4 −3 9.5 : off-centered
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Figure 4.11 shows a comparison between the present upwind scheme and the

central scheme of [BK09]. The examples were taken from [BK09]. See Figure 9

(bottom), Figure 10 (top) and Figure 11 (bottom) therein. By design, both schemes

respect steady state of rest, but neither is able to preserve general steady states. The

closeness of Q and E to being constants is a good measure of how well the schemes

do in approximating general (smooth) steady states. It is striking to note that the

present upwind scheme converges to Q and E with relative errors consistently 2-4

orders of magnitude better than the central-upwind scheme.
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Figure 4.10:
Numerical (symbol) and exact (solid line) water level in steady-state
solutions: Geometry (top), subcritical flow (top middle), smooth tran-
scritical flow (bottom middle) and transcritical flow with a jump (bot-
tom); Rectangular channel with straight walls (left), centered contrac-
tion (middle) and off-center contraction (right).
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Figure 4.11:
Comparison between the upwind and the central schemes for convergence
to steady states. For channels with vertical walls, equilibrium variables
Q and E are shown for a subcritical (left), smooth transcritical (middle),
and discontinuous transcritical (right) flow.

Reservoir Drainage after Dam Break

In the next example, a reservoir is being drained through a contracting channel.

The water is initially at rest u = 0, leveled at h+B = 0.8. The water drains through

the right boundary, the left boundary is assumed a line of symmetry of the domain

and wall boundary conditions are applied, trapping the water to the left of the bump.

Computed solution is shown in Figure 4.12 for various intermediate times, and the

reservoir has essentially drained by T = 15. The equilibrium variables Q and E are

also shown for the solution at the final time.

Figure 4.13 compares the computed solution using the velocity regularization

(4.24) and (4.25) respectively. It can be observed that the regularization (4.24) re-
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Figure 4.12:
Reservoir drainage after dam break. The equilibrium variables at T=15
are also shown.

sults in a more noisy drained solution, while regularization (4.25), which makes use

of the steady-state energy EStSt in the trough converges to a cleaner and generally

more accurate solution.
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Figure 4.13:
Reservoir drainage after dam break. Comparison at T = 50 of the
computed velocity and equilibrium variables using regularization (4.24)
(top) and regularization (4.25) (bottom).

Figure 4.14 shows reservoir drainage through a contracting channel, this time over

a double bump topography. The water now gets trapped in two troughs. Despite the
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fact that the scheme is not positive, the computed solution remains positive and we

are able to integrate this solution for very long time until drainage is reached. The

equilibrium variables Q and E corresponding to the final time are also shown.
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Figure 4.14:
Reservoir drainage after dam break. The equilibrium variables are also
shown for T=30.

4.3.2 More general channels

The following tests involve channels of general cross section described by σ(x, y).

We present examples for channels consisting of one, two or several trapezoids. Exact

solutions are also computed and are compared to computations. We use χ[a,b](x) to

denote the characteristic function of the interval [a, b].

Propagation of Small Perturbation to Non-Rest Steady State

In this test, the topography is a cosine bump B(x) = χ[0.4,0.6](x)
1
4
(cos(π(x −

1/2)/0.1) + 1). The channel has a trapezoidal cross section with variable (in x)

wall inclination σ(x, y) = σB(x) + m(x)y, with m(x) = 2 + χ[0.4,0.8](x)
1
4
(cos(π(x −
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.6)/0.2) + 1), and σB(x) = min(1, 0.7 + 4.8(x − 0.4)2). In this example, the steady-

state flow is subcritical, with Q = 4 and hout = 1.4. The size of the perturbation is

ǫ = 2 ∗ 10−3. The initial disturbance to the interface, as well as the relative errors for

the equilibrium variables are shown in Figure 4.15. We observe that the unperturbed

steady state is recovered very accurately.
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Figure 4.15:
Small perturbation to steady state of non-rest for a trapezoidal chan-
nel, ǫ = 2 ∗ 10−3, non-centered contraction. The total height for the
initial perturbation (top left) and the relative errors for the equilibrium
variables for T = 0,0.014,0.04,0.19, and 20 are shown.

Convergence to Steady States for Trapezoidal Channel

We next study the convergence of transient solutions to steady state. The topogra-

phy and geometry are the same as in the previous test. For subcritical flow, Q = 4.42

and hout = 1.47. For smooth transcritical flow, Q = 8.4992 and hout = 1.0388. For

discontinuous transcritical flow, Q = 1.1104 and hout = 0.7195. Computed and exact

solutions are shown in Figure 4.16, with very good agreement.
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Figure 4.16:
Numerical (symbol) and exact (solid line) solutions in steady-state flows:
Water level (top), discharge (middle) and energy (bottom); Subcritical
flow (left), smooth transcritical flow (middle) and transcritical flow with
a jump (right)

Convergence to Steady States for Piecewise Trapezoidal Channel

In this test, each cross section of the channel consists of two trapezoids, with

variable (in x) wall inclination. The bottom trapezoid, with height y = 1.2, is the

same as in the previous example, and the wall of the top trapezoid has twice the

slope of the bottom one. Convergence of transient solutions to steady state are shown

in Figure 4.17 for subcritical (left), smooth transcritical (middle) and discontinuos

(right) flows. Agreement between computed and exact solutions is excellent.
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Figure 4.17:
Convergence to steady state for a trapezoidal channel (two trapezoids).
Total height (top), discharge (middle), and energy (bottom) are shown
for subcritical (left), smooth transcritical (center) and discontinuous
transcritical (right) flows.

Convergence to Steady State for General Channels

The last example concerns flow in a channel whose geometry is given by

σ(x, y) =1 +
3

4
cos(πx) − 1

4
χ[0.4,0.6](x) (cos(π(x− 1/2)/0.1) + 1)

+
√
y

(
1 − 1

4
χ[0.1,0.7](x) (cos (π(x− 0.4)/0.3) + 1)

)

− 2χ[0,1]

(
(x− 0.3)2 + (y − 1.4)2

r2
1

)
cos

(√
(x− 0.3)2 + (y − 1.4)2

r2
1

π

2

)

− 1.6χ[0,1]

(
(x− 0.75)2 + (y − 1.4)2

r2
2

)
cos

(√
(x− 0.75)2 + (y − 1.4)2

r2
1

π

2

)
,

where r1 = 0.28, r2 = 0.2. The topography is a 3-bump spline with nodes (x, y)=(0.2, 0),

(0.3, 0.6), (0.4, 0.4), (0.5, 0.5), (0.6, 0.2), (0.7, 0.3) and (0.8, 0), shown on top left of

Figure 4.18. In this example Q = 2.0583 and hout = 1.5. The cross section is ap-

proximated by 50 trapezoids. The results in Figure 4.18 show excellent agreement
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between the computed and exact steady-state solutions. The relative errors for the

equilibrium variables Q and E are of orders 10−6 and 10−4 respectively. Figure 4.19

shows a 3D view of the flow.

0 0.5 1
0

1

1.5

h+B

0 0.5 1
0.4

1.5

2

Velocity

0 0.5 1

−5

0

8

x 10
−7 Relative error for Q

0 0.2 0.4 0.6 0.8 1

0

1

2

x 10
−4 Reletive error for E

Figure 4.18:
Convergence to a subcritical flow. Exact and numerical solutions are
plotted with excellent agreement. The top surface, topography (top
left), velocity (top right), and relative errors for the equilibrium variables
(bottom) are shown.

Figure 4.19:
3D view of the channel (left) and the channels with the subcritical flow
(right) given in Figure 4.18.
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4.4 Positivity Preserving Roe Scheme in the Absence of Source

Terms

In the present context, a numerical scheme is called positivity preserving if the

numerical solution given by the scheme has positive layer’s depth in all the cells

provided that the depth is positive in the initial data. The schemes presented in this

chapter are not formally positivity preserving schemes, but they have shown to be

very robust near dry states. In this section we will derive a positivity preserving Roe

scheme for the regular shallow water flows (no topography and no geometry).

Let us consider the regular shallow water equations



h

hu



t

+




hu

hu2 + 1
2
gh2



x

= 0.

4.4.1 Positivity in Lagrangian Coordinates

Following [Dub99], we express the equations above in Lagrangian coordinates

(x, t) → (m, t), where m =

x∫

x0

h(x̃, t)dx̃ = m̃(x),

where m = m̃(x) is a function of x, and doesn’t depend on t. In the new coordinates,

h̃(m, t) = h(m̃−1(m), t), ũ(m, t) = u(m̃−1(m), t).

Define ṽ = 1
h̃
. In this coordinates, the shallow water equations become



ṽ

ũ



t

+




−ũ
g
2
ṽ−2



m

= 0

86



The shallow water equations share the same weak solutions in both coordinate sys-

tems. However, near dry states, ṽ = 1/h̃ is not small and positivity is easier to

achieve.

The flux, coefficient matrix, and eigensystem are given by

F̃ =




−ũ
g
2
ṽ−2


 , Ã =




0 −1

−gṽ−3 0


 ,Λ =



−C 0

0 C


 , R =




1 1

C −C




Here C = ch is the speed of sound in the Lagrangian coordinates. Dropping the ·̃,

the wave strengths are given by

α1 =
1

2
∆v +

∆u

2C̄
, α2 =

1

2
∆v − ∆u

2C̄
,

where C̄ is the linearization for C, to be specified. For conservation, we require

g

2
∆v−2 = −C̄2∆v,

which is satisfied for

C̄ = CRoe =
√
hLhR

√
gh̄, h̄ =

hL + hR
2

.

The approach in [Dub99] suggests to modify the coefficient matrix to one of the

form 


0 −1

χ ω


 ,

where χ approximates −gv−3, and ω is small. The modified matrix needs to ensure
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conservation, i.e., it need to satisfy




0 −1

χ ω







∆ṽ

∆ũ


 = ∆F̃ ,

which holds if and only if

g

2
∆v−2 = χ∆v + ω∆u.

It can be shown that this relation is satisfied by

ω = −Bg
2
∆v−2 ∆u, χ = −g

(
1 +B (∆u)2) v−1 hL hR = −

(
1 +B (∆u)2)C2

Roe,

where B is a constant to be determined. The spectral information in Lagrangian

coordinates becomes:

ΛL =




ω−
√
ω2−4χ

2
0

0
ω+

√
ω2−4χ

2


 , αL1 = 2χ√

ω2−4χ (ω−
√
ω2−4χ)

∆v + ∆u√
ω2−4χ

,

RL =




1 1

− 2χ

ω+
√
ω2−4χ

− 2χ

ω−
√
ω2−4χ


 , αL2 =

ω
√
ω2−4χ√

ω2−4χ (ω−
√
ω2−4χ)

∆v − ∆u√
ω2−4χ

.

(4.26)
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λ λ 22
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Figure 4.20: Schematic for Roe schemes.

In the absence of source terms, the Roe scheme can be expressed as integration
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over the next time step of the states given by an approximate Riemann solver (see

Figure 4.20). Positivity can be achieved then if the intermediate state vL + α1 is

positive. This is equivalent to have

√
ω2 − 4χ

(√
ω2 − 4χ− ω

)
vL − 2χ∆v +

(√
ω2 − 4χ− ω

)
∆u > 0.

Since ω2 − 4χ = 4C2
Roe

[
1 + B (∆u)2 + 1

4
B2 (∆u)2 (∆v)2C2

Roe

]
, we get

(√
ω2 − 4χ+ ω

)((√
ω2 − 4χ− ω

)
v̄ + ∆u− ωvL

)
> 0

⇐⇒
√
ω2 − 4χ v̄ +

ω

2
∆v ∆u > 0

⇐⇒
(√

ω2 − 4χ− ω

2

)
vL +

(√
ω2 − 4χ+ ω

2

)
vR + ∆u > 0

It is enough to have

√
ω2 − 4χvmin + ∆u > 0, where vmin = min(vL, vR),

which is satisfied if

B ≥ 1

4C2
Roev

2
min

.

Summary:

Proposition IV.4. The Roe scheme in Lagrangian coordinates given by equation

(4.26) is positivity preserving if the linearization is chosen with

B ≥ 1

4C2
Roev

2
min

.
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4.4.2 Positivity in Eulerian Coordinates

One now needs to carry the positivity over the Eulerian coordinates. The middle

state in Lagrangian coordinates is given by

vs = vL + α1 =
vL + vR

2
+

ω ∆v

2
√
ω2 − 4χ

+
∆u√
ω2 − 4χ

us = uL − 2χ

ω +
√
ω2 − 4χ

α1

=
uL + uR

2
− ω

2
√
ω2 − 4χ

∆u− χ∆v√
ω2 − 4χ

So, we want to impose these states in the Eulerian coordinates:

hs =
1

vs
, Qs =

us
vs
.

The task now is to find the eigenvectors and eigenvalues that produces these inter-

mediate states. We now refer to α1,2 the wave strengths in the Eulerian coordinates.

So α1 is given by α1 = hs − hL. One can show that

α1 = −hL
vs

[√
ω2 − 4χ+ ω

2
√
ω2 − 4χ

∆v +
∆u√
ω2 − 4χ

]
.

After some tedious computations, one can show that

Qs −QL =

(
uL +

ω −
√
ω2 − 4χ

2
vL

)
α1,

which give the first eigenvector and eigenvalue:

rE1 =




1

uL +
ω−

√
ω2−4χ

2
vL


 , α1 = −hL

vs

[√
ω2 − 4χ+ ω

2
√
ω2 − 4χ

∆v +
∆u√
ω2 − 4χ

]
.
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Similarly, one can show that

α2 = hR − hs =
hR
vs

[
−
√
ω2 − 4χ− ω

2
√
ω2 − 4χ

∆v +
∆u√
ω2 − 4χ

]
,

and

Qr −Qs =

(
uR +

√
ω2 − 4χ+ ω

2
vR

)
α2

The complete information of the eigensystem is in the following

Theorem IV.5. Consider the Roe scheme with eigensystem

ΛE =



uL +

ω−
√
ω2−4χ

2
vl 0

0 uR +
ω+

√
ω2−4χ

2
vR


 , αE1 = −hL

vs

[√
ω2−4χ+ω

2
√
ω2−4χ

∆v + ∆u√
ω2−4χ

]
,

RE =




1 1

uL +
ω−

√
ω2−4χ

2
vL uR +

√
ω2−4χ+ω

2
vR


 , αE2 = hR

vs

[
−
√
ω2−4χ−ω

2
√
ω2−4χ

∆v + ∆u√
ω2−4χ

]
,

where

ω = −Bg
2
∆v−2 ∆u, χ = −g

(
1 +B (∆u)2) v−1 hL hR.

The scheme is positivity preserving provided that

B ≥ 1

4C2
Roev

2
min

, where CRoe =
√
hLhR

√
gh̄, and vmin = min(vL, vR).

Figure 4.21 shows the approximated Riemann solver (hL = 0.01, uL = −1) and

(hR = 0.01, uR = 1). We notice that the standard approximated Riemann solver

(dotted line) has an intermediate state that is negative. Although after integrating

we may end up with a positive state in the next time step, one cannot guarantee

that this will always happen. On the contrary, one can check that the linearization

given in Theorem IV.5 (solid line), the intermediate state is guaranteed to be positive,

producing a positivity preserving Roe scheme.
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Figure 4.21:
Intermediate states using the Standard Roe linearization (dotted line),
and the linearization in Theorem IV.5 (solid line).

4.5 Conclusions

We considered shallow water flows in channels or arbitrary cross sections. Delicate

balance between the flux gradient and the source terms give rise to equilibrium solu-

tions. Naive discretizations may fail to correctly compute near steady-state solutions,

and one may observe large errors in perturbations and convergence to steady-state

flows.

We developed a conservative numerical scheme that recognizes and respect steady

states of rest. We show that this property enables the scheme to correctly capture

near general steady states. The bottom topography and the contraction of the channel

affects and controls the resulting solution. Testing the scheme in a variety of flows,

we show the merits of the scheme comparing to exact solutions and other schemes.

The robustness of the scheme near dry states is shown in drainage problems.
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4.6 Future work

Our numerical method for shallow water flows has proven to be very robust near

dry states. We are interested on positivity preserving Roe-type schemes, or central

schemes in channels with arbitrary cross sections.

Hyperbolicity in two-layer shallow water flows is conditional and obtaining good

numerical methods is challenging, even when the channel has vertical walls. We would

like to generalize the present Roe-type scheme to two-layer shallow water flows with

arbitrary cross sections. Other problems we are interested in include shallow water

flows with moving topography, multi-layer flows, and flows in a pipes.
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CHAPTER V

Introduction to Singular Semiclassical

Pseudodifferential Operators. Background.

In semiclassical analysis, the main goal is to study the relationships between the

mathematics of classical and quantum mechanics. Traditionally one goes from the

quantum setting to the classical setting in this field by letting Planck’s constant tend

to zero. Classical objects are symplectic manifolds (X,ω) (phase spaces), together

with the set of C∞ real-valued functions in (X,ω) (classical observables), endowed

with the Poisson bracket {·, ·}. The corresponding quantum objects consist of Hilbert

spaces with an inner product (H, 〈·, ·〉), together with the set of self-adjoint operators

(quantum observables), and the commutator operation. In general we want to assign

to each classical observable a quantum equivalent, respecting the Poisson bracket and

the commutator, at least asymptotically. This process, referred to as quantization,

is important as it is studied in analysis as well as in physics. The main example of

this is the so-called Weyl quantization, where X = T ∗(Rn) and H = L2(Rn). This

quantization comes from the representation theory of the Heisenberg group, and the

next section exposes its basic properties. We refer the reader to [EZ03, Mar02] for

more details.
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5.1 A quick overview of semiclassical analysis.

The space of Schwartz functions on Rk, S(Rk), is the set of rapidly decreasing

functions

S(Rk) =

{
a ∈ C∞(Rk)

∣∣ sup
Rk

∣∣xα∂βa
∣∣ ≤ ∞ for all multi-index α, β

}
.

The semiclassical Fourier transform is a mathematical operation that decomposes

a signal into its constituent frequencies. More precisely, for any ϕ ∈ S(Rk), the

semiclassical Fourier transform of ϕ, denoted by F~(ϕ) or ϕ̂~, is given by

F~(ϕ)(p) :=
1

(2π~)n/2

∫
e−ix·p/~u(x)dx,

where the parameter ~ is known as the Planck’s constant, and p as the momentum

variable.

Proposition (Properties of the Fourier transform)

(1) The mapping F~ : S(Rk) → S(Rk) is an isomorphism, and the Fourier inversion

formula is given by

F−1
~ (ψ)(x) =

1

(2π~)n/2

∫
eix·p/~ψ(p)dp.

Therefore,

ϕ(x) =
1

(2π~)n/2

∫

Rn

eix·p/~ϕ̂~(p)dp

(2) In addition, for any multi-index α,

(~D)α =
~|α|

i|α|
∂α,
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and ϕ ∈ S(Rk), we have

(~Dp)
α (F~ϕ) = F~((−x)αϕ),

and

F~ ((~Dx)
αϕ) = pαF~ϕ (5.1)

This shows that for any Schwartz function u ∈ S(Rn), and any multi-index α,

(~Dx)
α u(x) =

1

(2π~)n

∫
ei(x−y)p/~pαu(y)dydp.

In the integral above we have first integrated with respect to y, followed by the

integration in p. The Fourier transform in equation (5.1) relates the operator (~D)α

with the function in phase space a : T ∗(Rn) → R given by a(x, p) = pα. The following

section explains this relation in detail.

5.1.1 Weyl quantization

Functions a : T ∗Rn → C on phase space are known as classical observables. If

a ∈ S(R2n) is a Schwartz function, we define the operator aW (x, ~D) acting on

functions u ∈ S(Rn), as follows:

aW (x, ~D)(u)(x) =
1

(2π~)n

∫
ei(x−y)·p/~a

(
x+ y

2
, p

)
u(y)dydp. (5.2)

For any a ∈ S(R2n), aW (x, ~D) : S ′ → S is continuous, and its adjoint operator

satisfies (see [EZ03] Theorem 4.1)

(
aW (x, ~D)

)∗
= (ā(x, ~D))W .

Proposition The composition of two Weyl quantizations aW (x, ~D) ◦ bW (x, ~D)
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(where a, b ∈ S) is again the quantization of another symbol, denoted by a#b (Moyal

product), given by

a#b(x, p) =

=
1

(π~)2n

∫

R2n

∫

R2n

e−2i~−1(〈η1,y2〉−〈y1,η2〉)a(x+ y1, p+ η1)b(x+ y2, p+ η2)dydη1dy2dη2,

where 〈·, ·〉 is the usual inner product on Rn.

Applying the stationary phase theorem to a#b, we obtain the expansion

a#b = ab+
~

2i
{a, b} +O(~2), (5.3)

where

{f, g} = 〈∂pf, ∂xg〉 − 〈∂xf, ∂pg〉 is the Poisson bracket.

In particular, this implies

Proposition
[
aW , bW

]
=

~

i
{a, b}W +O(~2). (5.4)

The symbol a#b depends on ~ and has the asymptotic expansion given in equation

(5.3). The Weyl quantization can be extended to a wider class of symbols, described

below.

Definition V.1. One defines the symbol classes Skδ as:

Skδ :=
{
a(x, p, ~) ∈ C∞∣∣|∂αa| ≤ Cα~−δ|α|−km for all multiindices α

}
,

where m : R2n → (0,∞) is an order function, i.e., ∂αm = O(m) for any multi-index

α.
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If a ∈ Sδ(m) := S0
δ (m), then (Theorem 4.12 in [EZ03], see also[Mar02])

aW (x, ~D) : S → S,

and if a ∈ S = S0(1), then

aW (x, ~D) : L2(Rn) → L2(Rn)

is a bounded operator, and

∣∣∣∣aW (x, ~D)
∣∣∣∣
L2→L2 ≤ C

∑

|α|≤2n+1

sup
Rn

|∂αa|

Thus L2(Rn) is a quantization of the phase space T ∗(Rn) since we can assign operators

in L2(Rn) (quantum observables) to symbols in T ∗(Rn) (classical observables) such

the asymptotic expansion in equation (5.4) holds.

Typical Weyl quantizations of classical observables include the following examples:

(i) If a(x, p) = pα, where α is a multi-index, then

aW (x, ~D) = (~D)α, where D =
1

i

∂

∂x
.

(ii) If a(x, p) = V (x), then

aW (x, ~D) = MV , the multiplication operator by V (x)

(iii) If a(x, p) = 〈x, p〉, then

aW (x, ~D) =
〈~D,Mx〉 + 〈Mx, ~D〉

2
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5.1.2 Other quantizations. Semiclassical Pseudodifferential Operators.

Definition V.2. A quantization for symbols a(x, y, p) that depend on both variables,

x and y, is defined as

Op~(a)u(x; ~) =
1

(2πh)n

∫
ei(x−y)p/~a(x, y, p)u(y)dydp.

Definition V.3. For any a ∈ S(〈p〉m) and t ∈ [0, 1] we have a((1 − t)x + ty, p) ∈

S(〈p〉m). We define

Opt~(a) := Op~(a((1 − t)x+ ty, p)).

The Weyl quantization is recovered when t = 1/2. A single operator can be

expressed in the different quantizations using different amplitudes. The following

proposition shows that all the different amplitudes share the same principal term in

the expansion on ~, called principal symbol.

Proposition Let a = a(x, y, p) ∈ S(〈p〉m) and t ∈ [0, 1]. Then there exists a unique

at(x, p) ∈ S(〈p〉m) such that

Op~(a) = Opt~(at).

where at is given by the oscillatory integral

at(x, p) =
1

(2π~)n

∫
ei(p

′−p)θ/~a(x+ tθ, x− (1 − t)θ, p′)dp′dθ,

and satisfies

at(x, p) ∼
∑

α∈Zn

(−1)|α|~|α|

i|α|α!
∂αp ∂

α
θ a(x+ tθ, x− (1 − t)θ, p)∣∣

θ=0

∼ a(x, x, p) +O(~).
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This notion of quantization can be extended to manifolds. For any C∞ manifold

M , there is a canonical symplectic structure forX = T ∗M , where in local coordinates,

ω = dx∧dp. The symplectic manifold (T ∗M,ω) can be quantized to (L2(M), 〈·, ·〉) by

semiclassical pseudodifferential operators (sc-ΨDO). Locally, the Schwartz kernel of

those operators can be written as an oscillatory integral as in equation (5.2). The os-

cillatory integral depends on the coordinate system chosen. However, it can be shown

that the principal symbol is globally defined and independent of the coordinates.

The following chart summarizes the classical and quantum objects in the standard

case X = T ∗M :

Classical Mechanics: Quantum Mechanics:

Phase Space X = (T ∗M,ω) H = (L2(M), 〈·, ·〉)

Observables f : T ∗M −→ R A : H −→ H self-adjoint

Equations of Motion Hamilton Equations: Schrödinger Equation:

dxj

dt
= ∂H

∂pj
,
dpj

dt
= − ∂H

∂xj
i~∂ψ

∂t
= Ĥψ

Poisson bracket: Quantum Parenthesis:

{f, g} =
∑n

i=1(
∂f
∂qi

∂g
∂pi

− ∂f
∂pi

∂g
∂qi

) {A,B}Q = i
~
[A,B]

5.1.3 Semiclassical Lagrangian States

We refer the reader to [PU95] for more details on Semiclassical Lagrangian states.

Given a manifold M , and a Lagrangian submanifold Λ ⊂ T ∗M of the cotangent

bundle T ∗M (not necessarily conic), we associate semiclassical families of functions

to Λ. Locally, these families can be written as

ψ~(x) =
1

(2π~)
n+2N

4

∫
ei~

−1φ(x,θ)a(x, θ)dθ,

where θ ∈ RN is N -dimensional, a(x, θ) is the amplitude, and belongs to suitable

symbol classes, and φ(x, θ) is a phase function that parametrizes Λ, i.e., dx,θφ(x, θ) 6= 0
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for all (x, θ) ∈M × RN , and in the support of a(x, θ),

dθφ(x, θ) = 0 implies (x, dxφ(x, θ)) ∈ Λ.

These objects are defined globally in [GS10]. Under mild conditions on Λ, we

can construct a symbolic calculus where each semiclassical state has an invariantly

defined principal symbol. In [PU95], semiclassical states are related to Lagrangian

distributions studied in [Hör85]. This relations enables us to define a symbolic calculus

for the semiclassical states. We now give the details on the relation, and leave details

of the Lagrangian distributions in Appendix B.

Given a C∞ manifold M , the pre-quantum circle bundle of T ∗M can be identified

with the following submanifold of T ∗(M × S1):

Z = {(x, θ; ξ, κ) ∈ T ∗(M × S1) ; κ = 1},

with the obvious circle action. The connection form, α, is the pull-back to Z of the

canonical one form of T ∗(M × S1).

Definition V.4. ([PU95]) A Lagrangian submanifold Λ ⊂ T ∗M will be called ad-

missible iff there exists a conic Lagrangian submanifold,

Λ̃ ⊂ T ∗(M × S1) ∩ {κ > 0}

such that

Λ =
(
Λ̃ ∩ Z

)
/S1. (5.5)

We call such a Λ̃ a homogenization of Λ. Notice that Λ is not required to be conic.

It is not hard to see that Λ is admissible if and only if it satisfies the following
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Bohr-Sommerfeld condition: There exists ϕ : Λ → S1 such that

ι∗η = d logϕ,

where ι : Λ → T ∗M is the inclusion and η the canonical one form of T ∗M . Given

such a ϕ, a homogenization of Λ can be defined by:

Λ̃ = {eiθ = ϕ(λ), κ > 0}. (5.6)

Definition V.5. Let M be a C∞ manifold and consider a family of smooth functions

{ψ~}. The ~ -transform of the family ψ~ is the following distribution (if the series

converges weakly) in M × S1:

Ψ(x, θ) =

∞∑

m=0

ψ1/m(x)eimθ.

The main point of the previous two definitions is the following lemma.

Lemma ([PU95]) The ~-transform of a semiclassical state associated to an admis-

sible Lagrangian is a Lagrangian distribution associated to a homogenization of the

Lagrangian submanifold.

This enables us to define a symbolic calculus for the class of semiclassical states,

and semiclassical Fourier integral operators. Roughly speaking, semiclassical Fourier

integral operators are operators whose Schwartz kernel are semiclassical states.

We now introduce the semiclassical notion of wavefront set, known as the frequency

set.

Definition V.6. Given a family of semiclassical states ψ~, a point (x0, p0) is not

in the frequency set, FS(ψ~), if and only if there exists a cut-off function ρ with

ρ(x0) 6= 0 and a neighborhood V of p0 such that for each k, α, there exists a C > 0
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such that for each p ∈ V ,

|DαF~(ρψ~)(p)| ≤ C~k,

where ~ = 1/N .

Proposition Let π : Λ̃ → Λ be the projection in equation (7.5). Given a family

semiclassical family ψ~ and its homegenization Ψ, we have

FS(ψ~) = π (WF (Ψ) ∩ Z) .

The next section introduces notation, and provides the main results of this part of

the thesis.

5.2 Main Results. Quantizations of Symplectic Manifolds

with Boundary.

The goal of this part of the thesis can be easily motivated using a simple example.

Let us consider M = S1, and let Q : T ∗(S1) → R be a smooth function in phase

space. The function Q(θ, p) is 2π-periodic in θ, and can be expressed as

Q(θ, p) =

∞∑

k=−∞
fk(p)e

ikθ.

One of the “Szegö limit theorems” that is proved in the classic text by Grenander

and Szegö, [GS58], is the following:

Theorem: For each positive integer N form the (N + 1) × (N + 1) matrix, TN ,

whose (i, j) entry is

(TN )ij = fi−j

(i+ j

2N

)
, 0 ≤ i, j ≤ N. (5.7)
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Then, for any integer m ≥ 0

Tr(TmN ) ∼ N

2π

1∫

0

2π∫

0

Q(θ, p)m dθ dp.

as N → ∞.

We begin by recasting the previous theorem in semiclassical terms. The standard

basis of L2(S1) is {
1√
2π
eikθ
}∞

k=−∞
.

The elements in the basis above are the eigenfunctions of the semiclassical operator

P̂ (~) = ~Dθ, where Dθ = 1
i
∂
∂θ

, with eigenvalues ~k. In particular,

SpecP (~) = ~Z.

Let Q̂(~) be the Weyl quantization of Q, which we think of as an operator on

L2(S1), S1 = R/2πZ, and let

ΠN : L2(S1) → HN := span{eikx, 0 ≤ k ≤ N}

be the orthogonal projection, where N = 1/~. Then a calculation shows that the

matrix (5.7) is the matrix of the “cut” operator

ΠN Q̂N ΠN

in the exponential basis, where Q̂N = Q̂(1/N). Note that HN is the span of the

eigenvectors of P̂ = ~Dx with eigenvalues in [0, 1], and so the region in phase space,

X = T ∗S1,

Xc := {(x, p) ∈ T ∗S1 ; p ∈ [0, 1]},
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is the classical counterpart to HN . The result in the previous theorem can be restated

as

Tr
((

ΠNQ̂NΠN

)m)

N
∼ 1

2π

∫

Xc

Q(x, p)mdxdp,

and suggests that (ΠNQ̂NΠN)m behaves as if it had for symbol the restriction of Qm

to Xc. The projector in the eigenfunctions with eigenvalues in [0, 1] is then related

to the manifold with boundary Xc = P−1[0, 1] ⊂ T ∗(S1). One would like to think of

ΠQ̂Π as a quantum observable of some quantization of Xc. In this part of the thesis

we will make the discussion above precise, in a general setting.

The Weyl quantization of a(x, p) = 1 in L2(Rn) is the identity operator. One would

like to think of the projector above as the quantization of the characteristic function

χXc of Xc. Of course, the characteristic function is discontinuous, and the standard

semiclassical theory is for smooth amplitudes only. The stationary phase theorem

does not directly apply to discontinuous amplitudes, and the symbolic calculus does

not make sense. In this thesis we will also develop a symbolic calculus for operators

such as ΠQ̂Π.

There has been interest in quantizing symplectic manifolds with boundary in

a broader setting. For instance, in the physics literature, Bojowald and Strobl

[BS00, BS03] considered for the classical setting a symplectic submanifold of T ∗M

with boundary, which is obtained by a symplectic cut that will be described below.

Furthermore, they proposed as a corresponding Hilbert space the image of an asso-

ciated projector. We will assign an algebra of semiclassical operators to symplectic

manifold with boundary, as explain below.

Let M be a smooth compact manifold, and Xc ⊂ X := T ∗M a closed compact

domain with a smooth boundary. We assume Xc is “fibrating and Bohr- Sommerfeld”,

by which we mean the following. The boundary ∂Xc is always foliated by curves

tangent to the kernel of the pull-back of the symplectic form. The fibrating condition
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is that there exists a manifold S and a submersion π : ∂Xc → S whose fibers are

the leaves of the null-foliation. This is satisfied iff Xc has a globally defining function

whose Hamilton flow on ∂Xc is periodic with a common minimal period. The Bohr-

Sommerfeld condition is that all leaves, γ, of π satisfy

∫

γ

α ∈ 2πZ,

where α is the tautological one-form in T ∗M . We will show that under these con-

ditions there exist spaces J ℓ,m of pseudodifferential operators with singular symbols

naturally associated with Xc. (Here (ℓ,m) is a bi-degree, to be explained later). The

frequency sets of their Schwartz kernels are contained in the union of Lagrangian

submanifolds of T ∗(M ×M)

∆′
c ∪ F∂X ′

c,

where

∆c = {(x, x) ∈ Xc ×Xc}

and F∂Xc is the flow-out

F∂Xc = {(x, y) ∈ ∂Xc × ∂Xc ; x, y in the same leaf }.

Intuitively speaking, the diagonal part, ∆c, is expected to be a part of any pseudod-

ifferential operator calculus associated with Xc. The flow-out part, F∂Xc, is there

because the fibrating-and-Bohr-Sommerfeld conditions imply that there should be

a significant part of Hilbert space associated with the symplectic reduction of the

boundary of Xc. The two symbols, one on ∆c and one on F∂Xc, have a compatibility

condition that comes about most naturally in our setting.

In particular, the space J−1/2,1/2 is closed under composition. The Bohr-Sommerfeld

condition is needed for the existence of a global symbolic calculus, and goes along
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with having to restricting Planck’s constant to take the values ~ = 1/N , N = 1, 2, . . ..

The fibrating condition is needed in order for F∂Xc to be a closed submanifold of

X ×X.

The Schwartz kernels are semiclassical analogues of the oscillatory integrals with

singular symbols of Melrose-Uhlmann and Guillemin-Uhlmann, [MU79] and [GU81],

associated to a pair of intersecting conic Lagrangian submanifolds. See also [Jos98],

where a precise calculus for a more generalized class is discussed, and [HV01] where

a connection with a class of Legendre distributions is explained. In the conic case,

the realization that if the Lagrangians are the diagonal and a flow-out one obtains a

symbol calculus is due to Antoniano and Uhlmann, [AU85]. This is possible because

∆c ◦ F∂Xc, F∂Xc ◦ ∆c, F∂Xc ◦ F∂Xc ⊂ F∂Xc ; ∆c ◦ ∆c ⊂ ∆c,

so composing two operators with wave-front set in ∆c ∪ F∂Xc produces an opera-

tor with wave-front set contained in the same union. We believe that the present

semiclassical setting provides a very natural expression for the Antoniano-Uhlmann

algebra.

In the Zoll case, there have been numerous papers aimed at refining the general

result (5.7), mostly in terms of the reminder estimate. For instance, in [GO97a], the

second term in the Szegö formula for Zoll manifolds is proved. Other references in

this direction are [Gio03, GO97b, LS96, LRS98, Wid73].

Here we are not focusing on remainder estimates, but on the fact that there is

an operator algebra with a symbolic calculus that provides a quantization of Xc and,

among other things, a broader (symbolic) setting for Szegö limit theorems. Further-

more, the existence of the operator algebra allows us to go farther in the analysis of

the operators ΠQ̂Π mentioned above, with respect to previous work.

The issues we raise here are also connected with work of Guillemin and Lerman,

107



[GL02], on the relationship between symplectic cutting and quantization, in the homo-

geneous (non-semiclassical) category. They consider the case when Xc = φ−1(−∞, 0]

where φ : X → R is the moment map for a homogeneous action of the circle group

on S1. In this setting one can form the symplectic cut

Y = Xc/ ∼,

Their work centers on the algebra of operators {ΠQ̂Π ; [Π, Q̂] = 0} where Q̂ ranges

over (non-semiclassical) ΨDOs on M and Π is a spectral projector, as above, asso-

ciated to a quantization of the circle action by a Fourier integral operator. Roughly

speaking they show that such an algebra can be considered a quantization of the

symplectic manifold Y . We now state one of our main results.

Theorem V.7. There exist vector spaces of semiclassical pseudodifferential operators

with singular symbols, J ℓ,m(M ×M ; ∆,F∂Xc), where ~ is restricted to the sequence

1/N,N = 1, 2, . . ., such that:

1. The frequency set of the Schwartz kernel of any operator in the algebra is con-

tained in the union ∆ ∪ F∂Xc.

2. Let Σ = ∆∩F∂Xc. Then J ℓ,m are microlocally Lagrangian states of order ℓ+m

on ∆ \ Σ and ℓ on F∂Xc \ Σ, and therefore there are symbol maps:

σ0 : J → | ∧ |1/2(∆ \ Σ), σ1 : J → | ∧ |1/2(F∂Xc \ Σ)

(where | ∧ |1/2 denotes the space of half-densities, and we will ignore Maslov

factors). There is in fact a symbolic calculus, that will be described below.

3. J ℓ,m ◦ J ℓ̃,m̃ ⊂ J ℓ+ℓ̃+1/2,m+m̃−1/2, in particular J−1/2,1/2 is an algebra.
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4. Assume that Xc is compact. Then every

Â ∈ J−1/2,1/2(M ×M ; ∆,F∂Xc)

with microsupport contained in Xc is smoothing and

Tr(Â) = (2π)−n ~−n
∫

Xc

σ0(Â)
ωn

n!
+O(~−n+1 log(1/~))

where ω is the symplectic form of T ∗M and n is the dimension of M .

The manifold Xc has an associated operator algebra, AXc , which consists of el-

ements in the algebra J (M ×M ; ∆, ∂Xc) which are microlocally of order O(~∞) in

the complement T ∗M \Xc.

For any A ∈ J ℓ,m (M ×M ; ∆,F∂Xc), the symbol σ1(A) in the flow-out F∂Xc can

be identified with a family of classical pseudodifferential operators of order m′ = m−

1/2 acting on smooth half-densities on the fibers Fs of the foliation (see Proposition

VII.17). The two symbols satisfy a compatibility condition in the intersection Σ =

∆ ∩F∂Xc (see Theorem VII.18). Under this identification, the results become more

natural, as described in the following

Theorem V.8. Let Fs be a fiber π : ∂Xc → S above s ∈ S. Let σ1(A)s and σ1(B)s

be the corresponding classical pseudodifferential operators acting on Fs. Then

(i) For any A ∈ J ℓ,m, B ∈ J ℓ̃,m̃, A ◦B ∈ J ℓ+ℓ̃+1/2,m+m̃−1/2, and

σ0(A ◦B) = σ0(A)σ0(B), and

σ1(A ◦B)s = σ1(A)s ◦ σ1(B)s
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(ii) The adjoint A∗ is also in J ℓ,m, and

σ0(A
∗) = σ0(A), σ1(A

∗)s = (σ1(A)s)
∗

(iii) If A ∈ Aℓ,m
Xc

and m′ > 0

Tr(A) = (2π)−n~−ℓ−m−n
∫

Xc

σ0(x, x, p,−p)dxdp+O(~−ℓ−m−n+1).

(iv) If A ∈ Aℓ,m
Xc

and m′ ≤ −4

Tr(A) = (2π)−n+1/2~−n−ℓ+1/2

∫

S

Tr (σ1(A)s) ds+O(~−n−ℓ+3/2).

In Section 7.4, we also show that under the “Bohr-Sommerfeld and Zoll” condi-

tions, there exists a defining function P : T ∗M → R of ∂Xc = P−1(0) such that zero

is a regular value of P , Xc = {P ≥ 0}, and the Hamilton flow ΦP
t is 2π-periodic in a

neighborhood of ∂Xc. From now on we fix this defining function. Several results can

be expressed in a very natural way in terms of the Hamilton flow of P .

Theorem V.9. Assume in addition that ∂Xc is of contact type. Then there ex-

ist orthogonal projections Π ∈ J−1/2,1/2. Let Q̂(~) be a zeroth-order semiclassical

pseudodifferential operator with compact microsupport. Then ΠQ̂Π is in the class

J−1/2,1/2(M ×M ; ∆,F∂Xc). The symbols, ignoring Maslov factors, are as follows:

σ0

(
ΠQ̂Π

)
(x, x) = χXc(x)Q(x)

√
dx ∧ dp,

σ1

(
ΠQ̂Π

)
s
= ΠFsM|QFs

ΠFs

where x = (x, p) ∈ T ∗M , Fs is a fiber above s ∈ S, Q|Fs
is the restriction of Q to Fs,

MQ|Fs
is the operator “multiplication by Q|Fs

”, and ΠFs is the Szegö projector in the
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orbit Fs, i.e., for u : Fs → C smooth, u(ΦP
s ȳ) =

∑
j uj(ȳ)

eijs
√

2π
,

[ΠFsu](x̄) =
∑

j≥0

ur(x)√
2π

.

As an immediate corollary we obtain the following Szegö limit theorem:

Corollary V.10. Assume that Xc is compact and ~ = 1/N . Then for any integer

m ≥ 0

Tr(ΠQ̂Π)m = (2π)−n Nn

∫

Xc

Qm ωn

n!
+O(Nn−1 log(N)).

The propagator e−it~
−1

bQ is well known to be a Fourier integral operator. When Q̂

is replaced by ΠNQ̂NΠN , the corresponding propagator becomes “singular”. Suppose

that the Hamilton flow of the principal symbol of Q̂ preserves the region Xc, i.e.,

for each σ ∈ ∂Xc, ΞQ(σ) ∈ Tσ∂Xc. This is equivalent to the condition that Q is

constant along the orbits of P in the boundary ∂Xc. We will also assume that the

Poisson bracket {P,Q} vanishes to second order at Xc, which is equivalent to the

commutativity of the Hamilton flows ΦQ
s and ΦQ

s at the boundary ∂Xc. Our next

main result describes the propagator in this case:

The classes J ℓ,m can be similarly defined for intersecting pairs of submanifolds,

i.e., submanifolds that intersect cleanly in T ∗M . We can now state the following:

Theorem V.11. Suppose Q̂ is a zeroth-order semiclassical pseudodifferential operator

with principal symbol Q being constant along the orbits ∂Xc generated by ΦP
t . Assume

that the Poisson bracket {Q,P} vanishes to second order on ∂Xc, and subQ̂(~) = 0.

Then for ~ = 1
N

,

Πe−it~
−1Π bQΠ ∈ J−1/2,1/2 (M ×M ; ∆c(t),F∂Xc(t)) ,
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where

∆c(t) = ∆(t) ∩Xc ×Xc, ∆(t) =
{

(x, y)
∣∣x, y ∈ T ∗(M ×M), x = ΦQ

t (y)
}

F∂Xc(t) =
{

(x, y)
∣∣x, y ∈ ∂Xc, ∃s ∈ R such that x = ΦP

s ΦQ
t (y)

}

Corollary V.12. Egorov-type theorem. Under the conditions above, and for any

Â ∈ sc-ΨDO of order zero, we have

eit~
−1Π bQΠΠÂΠe−it~

−1Π bQΠ ∈ J−1/2,1/2 (M ×M,∆,F∂Xc) ,

with the following principal symbols:

σ0(x, x) = χXc(x) a(Φ
Q
t (x)), and

σ1

(
eit~

−1Π bQΠΠÂΠe−it~
−1Π bQΠ

)
s

= ΠFsM(a◦ΦQ
t )|Fs

ΠFs.

Remarks:

(1) The result on the trace (part (4) of the Theorem V.7) extends to the spaces J ℓ,m

provided m ≥ −1/2. If m is sufficiently negative, the leading contribution to the

trace comes from the asymptotic singularity of the kernel of the operator at Σ.

(2) The symbol calculus for σ0 is just the usual pseudodifferential calculus. The symbol

calculus for σ1 is more complicated (and non-commutative). In fact σ1 comes with

an extension to a distribution on F∂Xc conormal to Σ, and there exists a formula

for the smooth part of the σ1 of the composition in terms of the corresponding

extensions of the factors.

(3) The restriction that ~ = 1/N is necessary to have a well-defined global symbol on

the flow-out F∂Xc, see [GS77] chapter VII, §0. Locally elements of the J ℓ,m are
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given by semiclassical oscillatory integrals with ~ → 0 continuously.

(4) The error estimate O(~ log(1/~)) is sharp for the class J−1/2,1/2, but in Corollary

V.10 the error should be O(~2), see Remark VIII.4.

(5) The idea that the image of Π quantizes Xc and that the operators ΠQ̂Π can be

considered as associated observables appeared first in the physics literature, see

[BS00] §II E and [BS03] (where a connection with symplectic cutting is also made).

The operators ΠQ̂Π do not form an algebra, however, while the class J−1/2,1/2 does.

(6) Our work also implies that the results of V. Guillemin and E. Lerman in [GL02]

also hold in the semiclassical case.

5.2.1 A Numerical Analysis of Propagation of Coherent States

Let Q̂ be a zeroth order semiclassical pseudodifferential operator with symbol

Q. It is well-known that, if ψ(x0,p0) is a coherent state with center at (x0, p0),

then e−it~
−1

bQ(ψ(x0,p0)) is a coherent state (appropriately “squeezed”) with center at

ΦQ
t (x0, p0), where ΦQ is the Hamilton flow of Q. If the flow ΦQ preserves Xc and

the center (x0, p0) is in the interior of Xc, then the same conclusion holds for the

propagation e−it~
−1Π bQΠ(ψ(x0,p0)) of the coherent state by ΠQ̂Π, as the trajectory of

the center will remain away from the boundary ∂Xc and everything is as if we were

in the boundaryless case.

In Chapter XI we present results of a numerical calculation of e−it~
−1Π bQΠ(ψ(x0,p0))

in an example where the Hamilton flow of Q does not preserve Xc, that is, trajectories

of ΦQ cross the boundary ∂Xc.

We consider the Harmonic oscillator P̂ = 1
2
(x2−~2∂2

x) in R1, and the corresponding

projector Π onto the span of its eigenfunctions of with eigenvalues less than or equal

to one. We take Q = x2 − p2, and Q̂ the obvious quantization of Q.

We now take a coherent state centered inside the interior of Xc, and numerically
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compute its propagation under ΠQ̂Π. Figure 5.1 consists of plots of the Husimi

density in the z variable of the initial projected coherent state, its propagation at a

time when the center of the coherent state approximately hits the boundary, and after

the center hits the boundary. We observe that after the collision time the coherent

state splits into two localized states with centers on inward trajectories and with the

same initial energy.

Figure 5.1:
A coherent state is propagated by e−itNΠN Q̂ΠN (Q = x2 − p2) at time t = 0
(left), t = .25 (middle) and t = 0.5 (right). The contour plots of the Husimi
densities at each time and of Q are also given (bottom).

The splitting happens immediately after the center collides with the boundary;

thus one can speak of infinite-propagation speed along the boundary. Note that the

evolution is time-reversible, so that in some cases the opposite phenomenon will occur,

namely, two localized states with same classical energy will hit the boundary at the

same time and combine into one.
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5.3 Conclusions

This chapter outlines the basic definitions and results in the theory of semiclassical

analysis, specifically in the theory of semiclassical pseudodifferential operators. We

illustrated how the principal symbol stays invariant and described how to construct a

symbolic calculus for the class of pseudodifferential operators on manifolds by using

technique developed by Paul and Uribe in [PU95]. We motivated the goals of this

part of the thesis and describe the main theoretical and numerical results. The next

section describes the order in which the results are proved.

5.4 Description of Chapters VI, VII, VIII, IX, X and XI

In Chapters VI the spaces J ℓ,m are defined in a model case by oscillatory integrals

with amplitudes having expansions in ~ with coefficients that are classical symbols.

In Chapter VII, the spaces are defined globally on manifolds. We develop a symbolic

calculus, where elements in the algebra have principal symbols on the diagonal and on

the flow-out given by the fibers of the foliation, with a singularity on the intersection.

We identify the singular principal symbols on the flow-out with a family of classical

pseudodifferential operators acting on smooth half-densities on the fibers, and expose

a symbolic compatibility condition at the intersection. The theorem on the trace is

proved in Chapter VIII. In Chapter IX, we prove that the algebra admits projectors

under mild conditions and prove a generalized Szegö limit theorem. In Chapter X, we

study “singular” propagators given by certain elements in the algebra, and an Egorov-

type Theorem is proved. In Chapter XI, the action of the present singular propagators

on coherent states is studied numerically for cases not covered in Chapter X. We

observe that the center of the coherent states split into more than one when they

approach to the boundary. Appendix B provides details of the theory of Lagrangian

distributions and their symbols.
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CHAPTER VI

The model case

In this chapter we define the symbol classes of Theorem V.7 in a model case. In

general, the operator classes will be defined as images of the model case by suitable

semiclassical Fourier integral operators.

6.1 Definitions

We begin by discussing the microlocal model case: M = Rn and Xn
c = {p1 ≥ 0},

where (x1, . . . , xn, p1, . . . , pn) are canonical coordinates in T ∗Rn. Let F∂Xn
c be the

flow-out of ∂Xn
c = {p1 = 0}, which is

F∂Xn
c =

{
(((x1, x

′), p1 = 0, p′); ((y1, y
′ = x′), p1 = 0, p′))

∣∣(x, p), (y, p) ∈ T ∗(Rn)
}
.

We will use this case to define operator classes denoted J ℓ,m(Rn × Rn; ∆n,F∂Xn
c ),

where ∆n ⊂ T ∗Rn × T ∗Rn is the diagonal.

Roughly speaking, elements in J ℓ,m(Rn × Rn,∆n,F∂Xn
c ) will be defined as oscil-

latory integrals with amplitudes as follows:

1. We denote by Aℓ,m the class of all smooth functions a(s, x, y, p, σ, ~) with com-
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pact support in s, x, y, p such that, as ~ → 0

a(s, x, y, p, σ, ~) ∼
∞∑

j=−ℓ
~jaj(s, x, y, p, σ)

(in a sense that will be explained below) where, for each j, aj(s, x, y, p, σ) is a

polyhomogeneous classical symbol in σ of degree m:

aj(s, x, y, p, σ) ∼
−∞∑

r=m

aj,r(s, x, y, p, σ),

and for all λ > 0,

aj,r(s, x, y, p, λσ) = λraj,r(s, x, y, p, σ).

2. The operators in J ℓ,m(Rn × Rn; ∆n,F∂Xn
c ) are those whose Schwartz kernels

are of the form

A(x, y, ~) =
1

(2π~)n

∫
e

i
~

[
(x1−y1−s)p1+(x′−y′)p′

]
+isσ

a(s, x, y, p, σ, ~) ds dp dσ,

(6.1)

where we have split the variables: x = (x1, x
′), y = (y1, y

′) (x′, y′ ∈ Rn−1).

We now give the details.

Definition VI.1. Let (x, y) and s be the standard coordinates on R2n and R re-

spectively, and let p, σ be the dual coordinates to x, s. We denote by z = (x, y, s)

coordinates in R2n×R. Define Aℓ,m to be the space of smooth families a(s, x, y, p, σ, ~)

compactly supported in z, p such that

∣∣∣(∂/∂z)α (∂/∂p)β (∂/∂σ)γ a
∣∣∣ ≤ C~−ℓ(1 + |σ|)m−|γ|, (6.2)

for some constant C = C(α, β, γ) and ~ ∈ (0, h0] for some fixed h0 > 0.
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Let aj(s, x, y, p, σ) ∈ Sm be a sequence of classical symbols in the σ variable, of

order m, and compactly supported in (s, x, y, p), i.e., aj is smooth,

∣∣∣(∂/∂z)α (∂/∂p)β (∂/∂σ)γ aj(s, x, y, p, σ)
∣∣∣ ≤ C(α, β, γ) (1 + |σ|)m−|γ| ,

for some constant C = C(α, β, γ), and there exists a sequence aj,r of smooth functions

in σ 6= 0, homogeneous of degree r in σ, such that aj ∼
∑−∞

r=m aj,r in the standard

sense. Given a ∈ Aℓ,m, we will say that a ∼
∑∞

j=−ℓ ~jaj iff for all integers K ≥ 0

a−
−ℓ+K∑

j=−ℓ
~jaj ∈ Aℓ−K−1,m.

Definition VI.2. Denote by Aℓ,m
classical ⊂ Aℓ,m the set of all a(s, x, y, p, σ, ~) that satisfy

a ∼
∑∞

j=−ℓ ~jaj , as above, and let Σn = ∆n∩F∂Xn
c . Define J ℓ,m (Rn × Rn; ∆n,F∂Xn

c )

to be the set of kernels of the form

A(x, y, ~) + F1(x, y, ~) + F2(x, y, ~)

where A(x, y, ~) is as in (6.1) with a ∈ Aℓ′,m′

classical where

ℓ′ = ℓ+ 1/2, m′ = m− 1/2,

and F1, F2 are the kernels of semiclassical Fourier integral operator in

sc-Iℓ+m (Rn × Rn; ∆n \ Σn) and scIℓ (Rn × Rn;F∂Xn
c ), respectively.

Remark VI.3. As we will see, it is necessary that F1 and F2 appear in the definition

in order for the classes J to be closed under composition.

We have yet to give sense to the formula in equation (6.1). Denote by D = 1+D2
s

where Ds = 1
i
∂
∂s

. Notice that Deisσ = (1 + σ2)eisσ. For a ∈ Aℓ
′,m′

classical, we define
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A(x, y, ~) as

A(x, y, ~) =
1

(2π~)n

∫
ei~

−1(x−y)p+isσ 1

(1 + σ2)k
Dk
(
e−i~

−1sp1a(s, x, y, p, σ, ~)
)
dsdpdσ.

(6.3)

The integral above is absolutely convergent for k >> 0 large enough since

Dk
(
e−i~

−1sp1a
)

is O(σm). It can be easily checked that the definition above does not

depend on k using integration by parts.

Equivalently, one can define the integral in (6.1) as an iterated integral, where

one first integrates over the variables (s, p) with respect to which the amplitude is

compactly supported. The resulting function of σ is rapidly decreasing and therefore

integrable. Both of these interpretations are useful in proofs.

We now state the first property of the kernels we have just defined:

Proposition VI.4. For any A ∈ J ℓ,m (Rn × Rn; ∆n,F∂Xn
c ), the frequency set of A

is contained in the union of the Lagrangians ∆n and F∂Xn
c :

FS (A) ⊂ ∆n′ ∪ F∂Xn
c
′.

Moreover, away from the intersection Σ = ∆n∩F∂Xn
c , A is microlocally in the space

sc-Iℓ+m (Rn × Rn; ∆n \ Σn) and sc-Iℓ (Rn × Rn;F∂Xn
c \ Σn), where sc-I denotes the

spaces of semiclassical Fourier integral operators.

Remark VI.5. This is a consequence of Theorem VII.14, proved in Section 7.3.
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6.2 The symbol maps

By the second part of Propositon VI.4, one has two symbol maps:

σ0 ր | ∧ |1/2(∆n \ Σ)

J ℓ,m (Rn × Rn; ∆n,F∂Xn
c )

σ1 ց | ∧ |1/2(F∂Xn
c \ Σ).

(6.4)

It is easy to see that, for A as above, they are given by the following formulae:

σ0(A) := 2π a−ℓ′,m′(s, x, y, p, σ)
√
dxdp∣∣

y=x,s=0,p1=σ

and

σ1(A) :=
√

2π

∫
a−ℓ′(s, x, y, p, σ)eisσdσ

√
dxdy1dp′∣∣

y′=x′,p1=0,s=x1−y1

.

(6.5)

Notice that σ0 has a singularity as σ = p1 converges to zero, that is, as the point

where σ0 is evaluated tends to the intersection, Σ. The same is true of σ1, and the

leading singularities of σ0 and σ1 are Fourier transforms of each other. This is exactly

as in §5 of [GU81] , and (appropriately understood) will be true in the manifold case

as well.

Proposition VI.6. One has the following exact sequence:

0 → J ℓ,m−1 ⊕ J ℓ−1,m → J ℓ,m
σ0→ Rm(∆n \ Σ) → 0.

Here Rm(∆n \ Σ) is, roughly speaking, the space of smooth functions on ∆n \ Σ

that have singularities of degree m at Σ in the normal directions (for details we refer

to [GU81], §5 and §6).

The classes of operators with kernels in the J ℓ,m are closed under composition in

the following sense:

Proposition VI.7. The composition of properly supported operators with kernels
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in J ℓ,m and J ℓ̃,m̃, respectively, is an operator with kernel in J ℓ+ℓ̃+1/2,m+m̃−1/2. In

particular J−1/2,1/2 is an algebra:

J−1/2,1/2 ◦ J−1/2,1/2 ⊂ J−1/2,1/2,

and for any u ∈ J ℓ,m, v ∈ J ℓ̃,m̃ , we obtain (ignoring Maslov factors and half-

densities):

σ0(u ◦ v)(x̄, x̄) = σ0(u)(x̄, x̄)σ0(x̄, x̄), σ1(x̄, ȳ) =
1√
2π

∫
σ1(u)(x̄, z̄(t))σ1(z̄(t), ȳ)dt,

where z̄(t) is the bicharacteristic curve joining x̄ and ȳ.

Note that, by the symbol calculus for semiclassical FIOs ([GS10]) there are formu-

lae for the symbols σ0, σ1, of the composition. (Microlocally near ∆\Σ the operators

are pseudodifferential and the symbol calculus for σ0 is the usual one). We will have

more to say about the symbol calculus in the next section.

Proof. (Our proof follows the lines of the proof of Theorem 0.1 in [AU85].) It is not

hard to show that the classes J are closed under composition by operators F1, F2 as

in definition VI.2. Therefore we start with kernels as in (6.1). It is also not hard to

show that it suffices to prove the theorem in the case when the amplitudes of these

kernels are independent of ~, in which case ℓ = ℓ̃ = −1/2. Let us therefore consider

u(x, y) =
1

(2π~)n

∫
ei~

−1((x−y)p−sp1)+isσa(s, x, y, p, σ)dsdpdσ,

v(y, z) =
1

(2π~)n

∫
ei~

−1((y−z)p̃−s̃p̃1)+is̃σ̃ã(s̃, y, z, p̃, σ̃)ds̃dp̃dσ̃,

where a and ã are classical symbols in σ and σ̃ of orders m′ = m − 1/2 and m̃′ =

m̃− 1/2, respectively. For χ0 a function that vanishes near the origin, and 1 outside
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a compact support, we have

u(x, y) =
1

(2π~)n

∫
ei~

−1((x−y)p−sp1)+isσa(s, x, y, p, σ)χ0(σ)dsdpdσ + ũ,

v(y, z) =
1

(2π~)n

∫
ei~

−1((y−z)p̃−s̃p̃1)+is̃σ̃ã(s̃, y, z, p̃, σ̃)χ0(σ̃)ds̃dp̃dσ̃ + ṽ,

where ũ, ṽ ∈ sc-Iℓ (Rn × Rn;F∂Xn
c ). We can therefore assume that a, ã are zero near

σ = 0, σ̃ = 0 respectively. The composition has Schwartz kernel:

ω(x, z) =
1

(2π~)n

∫
eisσ+is̃σ̃Ddsds̃dσdσ̃dp,

with

D =
1

(2π~)n

∫
ei~

−1φ (a · ã) (s, s̃, x, y, z, p, p̃, σ, σ̃) dydp̃,

where

φ = (x− y)p+ (y − z)p̃− s̃p̃1 − sp1.

The critical points for this phase for each x, z, p fixed are: p̃ = p, y′ = z′, y1 = z1 − s̃.

So, by the stationary phase theorem, we obtain:

D ∼ ei~
−1φ(y=(z1−s̃,z′),p̃=p)a

(
s, x, y = (z1 − s̃, z′), p, σ

)
ã
(
s̃, y = (z1 − s̃, z′), z, p, σ̃

)

as ~ → 0. Stationary phase in fact gives us a complete asymptotic expansion in

increasing powers of ~, with coefficients derivatives of a and ã evaluated at the crit-

ical points. It suffices to consider the contribution to ω of the leading term in the

expansion of D (the other terms are treated in the same manner):

ω0(x, z) :=
1

(2π~)n

∫
ei~

−1[(x′−z′)p′+(x1−z1−s−s̃)p1]+isσ+is̃σ̃

a(s, x, (z1 − s̃, z′), p, σ) ã(s̃, (z1 − s̃, z′), z, p, σ) dsds̃dpdσdσ̃.
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Making the change of variables t = s+ s̃, we can write

ω0(x, z) =
1

(2π~)n

∫
ei~

−1[(x1−z1−t)p1+(x′−z′)p′]+itσ̃b(t, x, z, p, σ̃)dtdpdσ̃,

where

b(t, x, z, p, σ̃) =

∫
eis(σ−σ̃)a(s, x, (z1−t+s, z′), p, σ) ã(t−s, (z1−t+s, z′), z, p, σ̃) dsdσ.

Next, we split ω0 in three parts, as follows. Let χk = χk(σ, σ̃), k = 1, 2 be smooth,

classical symbols of degree zero such that

χ1 =





1 for |σ| ≤ 1
2
ǫ|σ̃|

0 for |σ| ≥ ǫ|σ̃|
and χ2 =





1 for |σ̃| ≤ 1
2
ǫ|σ|

0 for |σ̃| ≥ ǫ|σ|

for ǫ << 1. We let

Υk(x, z) =
1

(2π~)n

∫
ei~

−1[(x1−z1−t)p1+(x′−z′)p′]+itσ̃b(t, x, z, p, σ̃)χk dtdpdσ̃ k = 1, 2,

and

Υ0 = ω0 − Υ1 − Υ2.

We will show that Υk, k = 1, 2 is a semiclassical state in the flow out while Υ0 is an

integral of the form (6.1). Let us rewrite, for k = 1, 2,

Υk =
1

(2π~)n

∫
e~−1(x′−z′)p′

(∫
ei~

−1(x1−z1−t)p1Ck(x, z, t, p) dp1 dt

)
dp′

where

Ck(x, z, t, p) :=

∫
eitσ̃+is(σ−σ̃)χka ã dsdσdσ̃,

interpreted as an iterated integral (first with respect to s). On the support of χ1 one
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has |σ| ≤ ǫ|σ̃| which implies |σ − σ̃| ≥ |σ̃| − |σ| ≥ (1 − ǫ)|σ̃|, and therefore

1

|σ − σ̃|N ≤ 1

(1 − ǫ)N
1

|σ̃|N ≤
(

ǫ

1 − ǫ

)N
1

|σ|N

for all N > 0. Since a · ã vanish near σ̃ = 0 = σ and χ1 vanishes in a conic

neighborhood of the diagonal, we can integrate by parts repeatedly to obtain

C1(x, z, t, p) =

∫
eitσ̃+is(σ−σ̃) χ1

(−i)N (σ − σ̃)N
DN
s (aã)dsdσdσ̃.

Since DN
s (aã) is of the same order in σ, σ̃ and N is arbitrary, C1 is Schwartz in the

variable t. Applying once again the method of stationary phase this implies that

∫
ei~

−1(x1−z1−t)p1C1(x, z, t, p) dp1 dt

is a semiclassical symbol and therefore Υ1 is as desired. The proof for Υ2 is analogous.

To show that Υ0 is as desired we only need to show that

b0(t, x, z, p, σ̃) =
∫
eis(σ−σ̃)a(s, x, (z1 − t+ s, z′), p, σ)

ã(t− s, (z1 − t+ s, z′), z, p, σ̃) (1 − χ1(σ, σ̃) − χ2(σ, σ̃)) dsdσ.

is a classical symbol in σ̃ of order m′ + m̃′. Making the change of variables τ = σ
σ̃
, we

obtain:

b0 = σ̃
∫
eis(̃τ−1)a(s, x, (z1 − t+ s, z′), p, σ̃τ)

ã(t− s, (z1 − t+ s, z′), z, p, σ̃)(1 − χ1(σ̃τ, σ̃) − χ2(σ̃τ, σ̃))dsdτ.

Notice that τ is bounded in the support of the amplitude, and so using stationary

phase in σ̃, we get an expansion for b0 in terms of σ̃, where the leading term is

b ∼ 2πam′(0, x, (z1 − t, z′), p, σ̃) ãm̃′(t, (z1 − t, z′), z, p, σ̃),
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and we conclude b is a classical symbol in σ̃ of degree m′ + m̃′. The symbol of ω(x, z)

in the diagonal is easily computed as:

σ0(ω)(x, z = x) = 2πbm′+m̃′(t = 0, x, z = x, p, p1 = σ̃)

= (2π)2am′(0, x, z = x, p, σ̃ = p1)ãm̃′(t = 0, z = x, z = x, p, σ̃ = p1)

= σ0(u)(x, z = x)σ0(v)(z = x, x).

The symbol on the flow-out is the sum of the principal symbols of each summand at

(t = z1−x1, x
′ = z′, z1− t+s = x1 +s), which after the cancellation of χ1, χ2, reduces

to

√
2π

∫
eitσ̃eis(σ−σ̃)a(s, x, (x1 + s, x′), (0, p′), σ)

ã(t− s, (x− 1 + s, x′),(z1, x
′), (0, p′), σ̃)dsdσdσ̃

=
1√
2π

∫ (√
2π

∫
eisσa(s, x, (x1 + s, x′), (0, p′), σ)dσ

)

(√
2π

∫
ei(t−s)σ̃ ã(t− s, (x1 + s, x′),

(
z1, x

′), (0, p′), σ̃)dσ̃
)
ds

=
1√
2π

∫
σ1(u)(x, (x1 + s, x′), (0, p′))σ1(v)((x1 + s, x′),(z1, x

′), (0, p′))ds.

6.3 Conclusions

We provided an oscillatory integral form for elements in the class J≪,m, where the

amplitudes have asymptotic expansions in ~ and each coefficient is a polyhomogeneous

classical symbol in one of the variables. The symbol maps were described in the model

case, observing that the two principal symbols have singularities on the intersection

of the diagonal and flow-out. In the last part of this chapter we proved that the class

forms an algebra and describe the principal symbols of the composition of elements

in the algebra.
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CHAPTER VII

The manifold case

7.1 The spaces J ℓ,m on manifolds

In this section we extend the definition of the spaces J ℓ,m to the manifold case. Let

M be a C∞ manifold of dimension n, and Xc ⊂ T ∗M be a compact bounded domain

with smooth boundary contained in the cotangent bundle. The boundary ∂Xc is then

foliated by curves tangent to the kernel of the pull-back of the symplectic form. In

addition, we assume that the fibrating and Bohr-Sommerfeld conditions are satisfied,

i.e., the leaves of the null foliation are the fibers of a submersion π : ∂Xc → S, and

for each leaf γ ⊂ ∂Xc, ∫

γ

α ∈ 2πZ, (7.1)

where α is the tautological one-form in T ∗M .

Definition VII.1. Given Xc as above, define the flow-out

F∂Xc :=
{
(x, y)

∣∣ x, y ∈ ∂Xc, x, y are in the same leaf
}
⊂ T ∗ (M ×M) . (7.2)

The condition that ∂Xc be fibrating easily implies that F∂X is a closed subman-

ifold of T ∗ (M ×M).

126



Lemma VII.2. There exists an open neighborhood ∂Xc ⊂ U ⊂ T ∗M of ∂Xc, and a

map

P : U → R (7.3)

such that zero is a regular value of P , ∂Xc = P−1(0), the orbits of the Hamilton flow

generated by P are 2π periodic in the boundary ∂Xc and coincide with the leaves of

the foliation.

Remark VII.3. From now on we will fix a defining function of Xc, P , with the prop-

erties of this Lemma.

Proof. There exists U and F : U → R such that ∂Xc = F−1(0), where zero is a

regular value. The Hamiltonian vector field ΞF is tangent to F−1(0) = ∂Xc, and

therefore the trajectories of the Hamiltonian F coincide set-theoretically with the

leaves of the foliation. In particular, they are periodic. For each x ∈ ∂Xc, let T (x)

denote the minimal period of the trajectory through x. The fibrating condition can

be seen to imply that the function T is smooth. Notice that the fibers of the foliation

are circles. For x ∈ Xc, s = π(x), we take an small neighborhood U os s in S, and a

local trivialization

π−1(U) ∼= U × S1,

and we put coordinates x1, . . . , x2n−2, θ on U × S1. The restriction of the vector field

ΞF of F to π−1(U) in the coordinates above is of the form

ΞF = G(x1, . . . , x2n−2, θ)∂θ,

where the function G(x1, . . . , x2n−2, θ) never vanishes since zero is a regular value of

F . The evolution in θ is then given by

θ′(t) = G(x1, . . . , x2n−2, θ(t)),
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which implies

t =

θ(t)∫

0

dθ

G(x1, . . . , x2n−2, θ)
.

The period of the trajectories is then a smooth functions given by

T (x1, . . . , x2n−2) =

2π∫

0

dθ

G(x1, . . . , x2n−2, θ)
.

Extend this function to a smooth function T : U → R+. The defining function

that satisfies the conclusions of the lemma is then

P =
T

2π
F

Remark VII.4. Notice that the boundary ∂Xc of Xc may not be connected. In those

cases, the flow-out F∂Xc consist of the union of symplectic manifolds that do not

intersect with each other.

Let ∆ ⊂ T ∗ (M ×M) be the diagonal in T ∗ (M ×M).

Lemma VII.5. The diagonal and the flow-out (∆,F∂Xc) intersect cleanly.

Proof. Let (x, x) ∈ ∆ ∩ F∂Xc. It is easy to show that

T(x,x)F∂Xc =
{
(δx+ rΞP (x), δx)

∣∣δx ∈ Tx∂Xc, r ∈ R
}
,

and so

T(x,x)∆ ∩ T(x,x)F∂Xc =
{
(δx, δx)

∣∣δx ∈ Tx∂Xc

}
= T(x,x) (∆ ∩ F∂Xc)
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By an analogue to proposition 2.1 in [GU81], there exists a locally finite covering

{Ui}i of ∆∩F∂Xc, Ui ⊂ T ∗(M ×M) open and contractible, where each Ui intersects

only one connected component of F∂Xc, and for each Ui a canonical transformation

χi : Ui −→ T ∗R2n

mapping Ui ∩ ∆ to ∆n, and Ui ∩F∂Xc to F∂Xn
c , where ∆n,F∂Xn

c are the diagonal

and flow-out in the model case, respectively.

Definition VII.6. Let Σ = ∆∩F∂Xc be the intersection of the diagonal and the flow-

out. The space J ℓ,m (M ×M ; ∆,F∂Xc) is the set of families of functions A(x, y, ~)

which can be written in the form

A = A0 + A1 +
∑

ωi

where:

1. A0 ∈ sc−Iℓ+m (M ×M ; ∆ \ Σ) and A1 ∈ sc−Iℓ (M ×M ;F∂Xc), and

2. ωi is microlocally supported in Ui and is of the form

ωi = Fi(vi),

where vi ∈ J ℓ,m (Rn × Rn; ∆n,F∂Xn
c ) and Fi is a semiclassical Fourier integral

operator associated to χ−1
i .

Remark VII.7. As in [GU81], one can show that the definition does not depend on

the choice of the semiclassical FIOs Fi.

Proposition VII.8. In the general case the conclusion of Proposition VI.4 still holds,

namely: Operators with kernel A ∈ J ℓ,m (M ×M ; ∆,F∂Xc) have frequency set con-
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tained in the union

FS(A) ⊂ ∆′ ∪ F∂X ′
c.

Away from the intersection Σ they are microlocally semiclassical Fourier integral op-

erators sc−Iℓ+m (M ×M ; ∆ \ Σ) and sc−Iℓ (M ×M,F∂Xc \ Σ) respectively. Fur-

thermore, one has well-defined symbol maps (ignoring Maslov factors)

σ0 ր | ∧ |1/2(∆ \ Σ)

J ℓ,m (M ×M ; ∆,F∂Xc)

σ1 ց | ∧ |1/2(F∂Xc \ Σ).

(7.4)

The proof of the existence of the symbol calculus is the subject of the following

section.

Our construction, in particular, gives a way to associating to Xc an algebra of

operators, which can be thought of as a quantization of Xc:

Definition VII.9. We will denote by AXc the space of elements in J (M ×M ; ∆, ∂Xc)

that are microlocally of order O(~∞) in the complement of Xc.

It is not hard to see that AXc is indeed closed under composition. (Elements in

this algebra correspond to amplitudes that are of order −∞ in σ as σ → −∞.)

7.2 Symbolic Calculus

Here we discuss how Proposition VII.8 can be proved (for ~ tending to zero along

certain sequences) using the methods from [PU95]. We begin by recalling the ideas

and results from op. cit. that we will need.

The pre-quantum circle bundle of T ∗M can be identified with the following sub-

manifold of T ∗(M × S1):

Z = {(x, θ; ξ, κ) ∈ T ∗(M × S1) ; κ = 1},
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with the obvious circle action. The connection form, α, is the pull-back to Z of the

canonical one form of T ∗(M × S1).

Definition VII.10. ([PU95]) A Lagrangian submanifold Λ ⊂ T ∗M will be called

admissible iff there exists a conic Lagrangian submanifold,

Λ̃ ⊂ T ∗(M × S1) ∩ {κ > 0}

such that

Λ =
(
Λ̃ ∩ Z

)
/S1. (7.5)

We call such a Λ̃ a homogenization of Λ.

It is not hard to see that Λ is admissible if and only if it satisfies the following

Bohr-Sommerfeld condition: There exists φ : Λ → S1 such that

ι∗η = d logφ,

where ι : Λ → T ∗M is the inclusion and η the canonical one form of T ∗M . Given

such a φ, a homogenization of Λ can be defined by:

Λ̃ = {eiθ = φ(λ), κ > 0}. (7.6)

Definition VII.11. Let M be a C∞ manifold and consider a family of smooth

functions {ψ~}. The ~ transform of the family ψ~ is the following distribution (if the

series converges weakly) in M × S1:

Ψ(x, θ) =
∞∑

m=0

ψ1/m(x)eimθ.

The main point of the previous two definitions is the following
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Lemma VII.12. ([PU95]) The ~ transform of a semiclassical state associated to an

admissible Lagrangian is a Lagrangian distribution associated to a homogenization of

the Lagrangian submanifold.

We claim that the previous lemma generalizes to our spaces J ℓ,m of semiclassical

pseudodifferential operators with singular symbols, so that the ~ transform of their

kernels are Guillemin-Uhlmann operators (i. e. those defined in [GU81]) on M × S1.

Thus we now consider ∆ to be the diagonal in T ∗ (M ×M) and F∂Xc as in (7.2).

Clearly a homogenization for ∆ is the diagonal ∆̃ of T ∗ (M × S1)
+

= T ∗ (M × S1) ∩

{κ > 0}. Let P be a globally defining function for ∂Xc with periodic Hamilton flow on

it, as in (7.3). Then a homogenization for F∂Xc is the flow-out of the homogenization

of P , which is the function P̃ : T ∗ (U × S1)
+ → R defined as

P̃ (x, eiθ; ξ, κ) = κP (x, ξ/κ),

where U is the neighborhood of ∂Xc described in Lemma VII.2. Specifically,

F̃∂Xc =
{(

Φ
eP
s (x, eiθ, ξ, κ) ; (x, eiθ, ξ, κ)

) ∣∣ s ∈ R, κ > 0, P (x, ξ/κ) = 0
}

(7.7)

where Φ
eP
s is the Hamilton flow generated by the equations (here p = ξ/κ)

ẋ = ∂P
∂p

(x, p), θ̇ = −p ∂P
∂p

(x, p)

ξ̇ = −κ∂P
∂x

(x, p), κ̇ = 0.

Notice that F̃∂Xc is closed if the flow ΦP
t is 2π periodic, which happens if the Bohr-

Sommerfeld condition ∫

γ

pdx ∈ 2πZ
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is satisfied for orbits γ ⊂ ∂Xc of P . The function φ : F∂Xc → S1 associated to this

homogenization is

φ(x, y) = e−i
R y
x pdx,

where
∫ y
x
pdx is the action from x to y, and the integral is taken on the curve in the

leaf joining x to y.

7.3 The existence of the symbolic calculus.

Let M be a C∞ manifold. The semiclassical states that will be defined in this

chapter will have their frequency set contained in the union of two Lagrangian sub-

manifolds of the cotangent bundle T ∗M , not necessarily conic. This is the equivalent

notion of intersecting pairs in [GU81] and [MU79].

Proposition VII.13. Let (Λ0,Λ1) be two admissible Lagrangian submanifolds of

T ∗M . Then the two manifolds intersect cleanly in a codimension k submanifold,

if and only if there exist conic horizontal lifts Λ̃0, Λ̃1 ⊂ T ∗ (M × S1) \ 0 such that
(
Λ̃0, Λ̃1

)
form an intersecting pair in M × S1, i.e., they are conic, and intersect

cleanly in a codimension k submanifold.

Proof. Suppose (Λ0,Λ1) is a semiclassical intersecting pair. Since the two Lagrangian

submanifolds are admissible, for j = 1, 2 there exist functions φj : Λj 7→ S1 such that

i∗jη = dlogφj where ij : Λj →֒ T ∗M are the inclusions maps. Notice that the φj is

unique up to multiplication by constants. In that case,

Λ̃j =
{
(x, eiθ; p, κ) | κ > 0, (x, p) ∈ Λj and eiθ = φj(x, p)

}

are closed conic Lagrangian submanifolds od T ∗ (M × S1)
+

satisfying (7.5). Consider
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now the inclusions

Λ0 ∩ Λ1

i3

zzvvvvvvvvv
i4

$$HHHHHHHHH

Λ0 Λ1

Since dlogφj = i∗jη, then d (i∗3logφ1) = i∗3dlogφ1 = i∗4dlogφ2 = d (i∗4logφ2). So, φ1 is a

scalar (non-zero) multiple of φ2 on each connected component of Λ0∩Λ1. WLOG, we

can choose the constants so that φ1 = φ2 on the intersection Λ0∩Λ1. The intersection

of the horizontal lifts is then:

Λ̃0 ∩ Λ̃1 =
{
(x, eiθ; κp, κ) | κ > 0 , (x, p) ∈ Λ0 ∩ Λ1 , e

iθ = φ1(x, p) = φ2(x, p)
}

(7.8)

Let us define Σ = Λ0 ∩Λ1, and Σ̃ = Λ̃0 ∩ Λ̃1. Since φ1 = φ2 on the intersection of the

two admissible Lagrangians, Σ̃ is a C∞ submanifold of T ∗ (M × S1)\0 of codimension

k if and only if Σ is a submanifold of T ∗M of codimension k.

Now consider

f : T ∗ (M × S1)
+ // T ∗M × R+

(x, θ ; ξ, κ) � // (x, ξ
κ
; κ)

(7.9)

Clearly, f∣∣
fΛj

: Λ̃j → Λj×R+ is a diffeomorphism. Also, f
(
Λ̃0 ∩ Λ̃1

)
= (Λ0 ∩ Λ1)×R+.

Then, in case Λ̃0∩Λ̃1 and Λ0∩Λ1 are both manifolds, and ω̃ = (ω;φ1(ω), κ) ∈ Λ̃0∩Λ̃1,

ω ∈ Λ0 ∩ Λ1, we have

T
eωΛ̃j = df−1

eω (TωΛj × R) ,

and

T
eω

(
Λ̃ ∩ Λ̃1

)
= df−1

eω (Tω (Λ0 ∩ Λ1) × R)

Therefore, Λ̃0 and Λ̃1 intersects cleanly if and only if Λ0 and Λ1 intersects cleanly, as

desired.
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Notice that ∆ and F∂Xc do intersect cleanly. As a result, their homogenizations

∆̃ and F̃∂Xc are conic and intersect cleanly too, forming an intersecting pair, in the

sense of [GU81, MU79]. The relationship between the semiclassical objects defined

above and the operators described in [GU81] is as follows:

Theorem VII.14. Let ∆,F∂Xc be as above, and ∆̃, F̃∂Xc their homogenization, re-

spectively. Then A ∈ J ℓ,m (M ×M ; ∆,F∂Xc) if and only if its ~-Transform belongs

to Iℓ,m
(
M × S1 ×M × S1 ; ∆̃, F̃∂Xc

)
.

Proof. We sketch the ideas of the proof in the model case. Let A(x, y, ~) be as in

equation (6.1). Let us assume first that the amplitude 1
(2π~)n a does not depend on ~

so that

A(x, y, ~) =

∫
ei~

−1[(x1−y1−s)p1−(x′−y′)p′]+isσa(s, x, y, p, σ)dsdpdσ,

where a(s, x, y, p, σ) is a classical symbol in σ of order m′ = m− 1/2, and compactly

supported in s, x, y, p. The ~-transform of A is then

A(x, θ, y, α) =
∞∑

k=1

∫
eik[(x1−y1−s)p1+(x′−y′)p′+(θ−α)]+isσa(s, x, y, p, σ)dsdpdσ

=

∫
ei[(x1−y1−s)p1+(x′−y′)p′+(θ−α)]

1 − ei[(x1−y1−s)p1+(x′−y′)p′+(θ−α)]
eisσa(s, x, y, p, σ)dsdpdσ.

This distribution is the push-forward under the projection (s, x, y, θ, α, p) → (x, y, θ, α)

of the product of the distributions

Γ(s, x, y, θ, α, p) =
ei[(x1−y1−s)p1+(x′−y′)p′+(θ−α)]

1 − ei[(x1−y1−s)p1+(x′−y′)p′+(θ−α)]

and

Υ(s, x, y, θ, α, p) =

∫
eisσa(s, x, y, p, σ)dσ.
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Γ is a distribution in space conormal to the hypersurface (x1−y1−s)p1 +(x′−y′)p′ =

−(θ − α), while Υ is a distribution conormal to s = 0. Therefore, A(x, θ, y, α) is

a Guillemin-Uhlmann distribution associated to the pair
(
∆̃n, F̃∂Xn

c

)
. The general

case (i.e. when a also depends on ~) is an asymptotic sum of derivatives and integrals

(with respect to the θ variables) of the previous case. The converse is also true, and

the proof is analogue to that in [PU95] for semiclassical states.

This proposition together with Proposition 2.4 of [PU95], relating the frequency

set of an ~-dependent vector and the wave-front set of its ~ transform, implies part

(1) of Theorem V.7.

The symbols of operators in J ℓ,m(∆,F∂Xc) are the reduction of the symbols of

its ~-Transform, in the following sense. Let x, y ∈ F∂Xc \ Σ, x = ΦP
s (y) for some

s ∈ R, and take

(x̃, ỹ) =
(
Φ

eP
s (y, eiθ=0 = 1, κ = 1), (y, eiθ=0 = 1, κ = 1)

)
∈ F̃∂Xn

c .

Using (7.7), we obtain an isomorphism between T(ex,ey)F̃∂Xc and T(x,y)F∂Xc×R×R,

which leads to

∣∣∣T(ex,ey)F̃∂Xc

∣∣∣
1/2 ∼=

∣∣T(x,y)F∂Xc × R × R
∣∣1/2 ∼=

∣∣T(x,y)F∂Xc

∣∣1/2 (7.10)

Therefore, every half-density in T
ex,eyF̃∂Xc will define a half-density in T(x,y)F∂Xc.

Let Σ̃ = F̃∂Xc ∩ ∆̃. For each family A ∈ J ℓ,m, denote its ~-Transform by Ã. There

is a well defined symbol map

σ̃1 = σ1

(
Ã
)
F̃∂Xc−eΣ

∈ C∞
(
F̃∂Xc \ Σ̃, Ω̃1

⊗
L̃1

)
,

where Ω̃j is the bundle of half-densities on F̃∂Xc, and L̃i is the corresponding Maslov

bundle. Ignoring Maslov factors, we can define the symbols on F∂Xc \ Σ by the
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identification (7.10), i.e., restricting the symbol of the ~-Transform to θ = 0, κ = 1

(σ1 = σ̃1
∣∣
θ=0,κ=1

). The construction of the principal symbol on the diagonal is similar.

Let Σn = ∆n ∩F∂Xn
c , Σ̃n = ∆̃n ∩ F̃∂Xn

c . In the model case, we know by [GU81]

that A(x, θ, y, α) is microlocally in

Iℓ+m
(

Rn × S1 × Rn × S1 ; ∆̃n \ Σ̃n
)
, and Iℓ

(
Rn × S1 × Rn × S1 ; F̃∂Xn

c \ Σ̃n
)
.

Therefore A~ is microlocally in sc-Iℓ+m (Rn × Rn; ∆n \ Σn) and sc-Iℓ (Rn × Rn;F∂Xn
c \ Σn)

in the sense that the ~-transform is microlocally in their corresponding spaces. We

have proved the following

Proposition VII.15.

∩ℓJ ℓ,m = sc-I∞ (Rn × Rn; ∆n)

and

∩mJ ℓ,m = sc-Iℓ (Rn × Rn;F∂Xn
c ) .

7.4 A symbolic compatibility condition

Recall that the foliation of ∂Xc is fibrating, i. e., there exists a C∞ Hausdorff

manifold S and a smooth fiber map

π : ∂Xc → S, (7.11)

whose fibers are the connected leaves of the foliation defined Section 7.1. Elements

of F∂Xc are pairs of points in ∂Xc that lie in the same fiber of π.

Generalizing a construction in [GS79], given s ∈ S let SOs be the ∗−algebra of all

pseudodifferential operators, acting on the space of half-densities C∞ (|Fs|1/2
)
, where

Fs is the fiber of π : ∂Xc → S above s. Let SO be the sheaf of ∗−algebras on S
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whose stalk at s is SOs. We will say that a section k of SO is smooth if the Schwartz

kernel of the operator k(s) depends smoothly on s ∈ S. The Schwartz kernel theorem,

applied fiber-wise to the fibers of π, together with the natural symplectic structure

of S yield the following:

Proposition VII.16. The vector space of smooth sections of the sheaf SO is natu-

rally isomorphic to the space of half-densities on F∂Xc \Σ that extend to F∂Xc as a

conormal distribution to Σ

Proof. Let γ = (γ1, γ2) ∈ F∂Xc, s = π(γ1) = π(γ2) ∈ S. One then has the following

fiber product diagram:

TγF∂Xc
dπ1

//

dπ2

��

Tγ1∂Xc

dπ

��

Tγ2∂Xc
dπ

// TsS

and so we get the exact sequence

0 // TγF∂Xc
// Tγ1∂Xc ⊕ Tγ2∂Xc

// TsS // 0

v � // (dπ1v, dπ2v)

(v1, v2)
� // dπ(v2) − dπ(v1)

This gives a natural identification

C ∼= |TγF∂Xc|1/2 ⊗ |Tγ1∂Xc ⊕ Tγ2∂Xc|−1/2 ⊗ |TsS|1/2 .

as follows. For each half-densities d1 ∈
∣∣TγF∂Xc

∣∣1/2, d2 ∈
∣∣Tγ1∂Xc ⊕ Tγ2∂Xc

∣∣−1/2
,

d3 ∈
∣∣TsS

∣∣1/2 and an ordered basis β1 ∈ TγF∂Xc , take β2 = L1β1. We can extend

β2 to a basis
{
β2, β̃2

}
of Tγ1∂Xc ⊕ Tγ2∂Xc and define β3 = L2β̃2, which is a basis in

TsS, since β2 is in the kernel of L2.

Let us define λ = d1(β1)d2({β2, β3})d3(β4). We will show that this number does not

depend on the choices made. Suppose we take another basis ˜̃β2 such that L2
˜̃β2 = β3,
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then
˜̃
β2 − β2 ∈ ker(L2) = Im(L1), so

˜̃
β2 − β2 = Aβ1 for some matrix A. Then



β2

˜̃β2


 =



I 0

A 0






β2

β̃2


 ,

where I is the identity matrix. Since this matrix has determinant 1, λ doesn’t change.

If we change β1 and β3 by g1β1 and g3β3, λ is given by

λ = |g1|1/2d1(β1)|g1|−1/2|g3|−1/2
d2(β2)|g3|1/2d3(β3) = d1(β1)d2(β2)d3(β3),

as desired.

Since S is a symplectic manifold, there is a canonical half-density on TsS, and we

get an identification

∣∣TγF∂Xc

∣∣1/2 ∼=
∣∣Tγ1∂Xc ⊕ Tγ2∂Xc

∣∣1/2 ∼=
∣∣Tγ1∂Xc

∣∣1/2 ⊗
∣∣Tγ2∂Xc

∣∣1/2.

Finally, given a half density in Tγk
∂Xc, k = 1, 2, we need to get a half-density in TsFs,

where Fs is the fiber above s. We have the following exact sequence:

0 // ker dπγk
// Tγk

∂Xc
// TsS // 0

which, by the same process as above, gives an identification

∣∣TsFs
∣∣1/2 =

∣∣ ker dπγk

∣∣1/2 ∼=
∣∣Tγk

∂Xc

∣∣1/2

Hence
∣∣TγF∂Xc

∣∣1/2 ∼=
∣∣Tγ1Fs

∣∣1/2 ⊗
∣∣Tγ2Fs

∣∣1/2 ∼=
∣∣T(γ1,γ2)(Fs × Fs)

∣∣1/2

This gives a smooth isomorphism between two line bundles over F∂Xc:
∣∣TF∂Xc

∣∣1/2

and the line bundle Υ → F∂Xc whose fiber over (γ1, γ2) is
∣∣T(γ1,γ2)(Fs×Fs)

∣∣1/2, where
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π(γ1) = s = π(γ2). Clearly a section of the sheaf SO is a distributional section of Υ

conormal to Σ, and by the previous isomorphism this is equivalent to a distributional

section of
∣∣TF∂Xc

∣∣1/2 conormal to Σ.

The previous isomorphism yields an algebra structure on the space of distribu-

tional half densities on F∂Xc which are conormal to Σ. Analogously as in [GS79]

(Proposition 2.7), one can see that the algebraic structure on this space is given, away

from Σ, by the composition of half densities regarded as symbols of Fourier integral

operators associated to F∂Xc.

Let us now take A ∈ J ℓ,m. The symbol σ1(A) in F∂Xc \ Σ blows-up as the point

where σ1 is evaluated tends to the intersection. In fact, in [AU85] it was shown that

this symbol has a natural extension to a distribution conormal to Σ. Using the same

identification above, this determines the kernel of a Pseudodifferential operator on

the fiber above each point of S. We have proved:

Proposition VII.17. For A ∈ J ℓ,m (M ×M,∆,F∂Xc), the symbol σ1(A) can be

identified with a global section of the sheaf SO, that is, with a family of classical

pseudodifferential operators of order m′ = m − 1/2 acting on fibers of π : ∂Xc → S

(orbits in the flow-out).

For each s ∈ S and Fs the corresponding fiber above s, let us denote this operator

by σ1(A)s:

C∞ (Fs)
σ1(A)s

// C∞ (Fs)

As a result, there is a well-defined symbol

σ (σ(A)s) : T ∗Fs \ 0 → C.

As we will now see, this symbol is related to the symbol σ0(A) of A on the diagonal.

(This is the compatibility of the symbols of A announced earlier.)
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Let P be a defining function of ∂Xc with a 2π-periodic flow on ∂Xc. We have the

following diffeomorphism

∂Xc × S1 // F∂Xc

(x, t) � //
(
ΦP
t x, x

)

from which one can see that, for any γ = (x, x) ∈ Σ = ∆ ∩ F∂Xc, there is a natural

isomorphism

NF∂Xc
Σ := TγF∂Xc/TγΣ ∼= TxFs

(NF∂Xc
Σ is the normal space to Σ in F∂Xc at γ). Therefore, for each x ∈ ∂Xc, T

∗
xFs

is isomorphic to the dual space
(
NF∂Xc

Σ

)∗
.

Now let N∆
Σ := Tγ∆/TγΣ be the normal space to Σ in ∆ at γ. By [GU81], NF∂Xc

Σ

and N∆
Σ are supplementary Lagrangian subspaces of the two-dimensional symplectic

vector space W = (TγΣ)⊥ /TγΣ. Therefore, NF∂Xc
Σ and N∆

Σ are in duality with each

other (they are canonically paired by the symplectic form of W ). In the end we obtain

a natural isomorphism

T ∗
xFs

∼=
(
NF∂Xc

Σ

)∗ ∼= N∆
Σ .

The symbol of A on the diagonal belongs to a class Sm
′
(Ω0; ∆,Σ) of smooth

functions on ∆ \ Σ which blow up at a prescribed rate at Σ (see [GU81] for more

details). Every element in this class determines a smooth function on N∆
Σ \ {0}. The

compatibility condition alluded to in the Introduction is the following:

Theorem VII.18. The symbol of A ∈ J ℓ,m (M ×M,∆,F∂Xc) on the flow-out, iden-

tified with a family {σ1(A)s}s∈S of pseudodifferential operators along the fibers Fs,

satisfies that for each x ∈ Fs

σ(σ1(A)s)x(τ) = lim y→x
y∈Xc\∂Xc

σ0(A)(y,y)

Pm′ (y)

and

σ(σ1(A)s)x(−τ) = lim y→x
y∈T ∗M\Xc

σ0(A)(y,y)

Pm′ (y)
,

(7.12)
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where τ ∈ T ∗
xFs is the dual of the Hamilton field of P at x regarded as an element

in TxFs, and the two limits are taken from the interior of Xc and the exterior of

Xc, respectively. Moreover, this condition is intrinsic, i.e., it does not depend on the

choice of P .

Proof. The proof reduces to the model case, where it is immediate. One can also verify

directly that changing P by a multiplicative factor does not alter the relationships

(7.12). Let us take Pϕ = ϕP , where ϕ is a nowhere vanishing smooth function. In

∂Xc, the flow generated by Pϕ is still periodic, with a (possibly) different period on

each orbit. In addition,

ΞPϕ
∣∣
∂Xc

= ϕΞP
∣∣

∂Xc

+ PΞϕ
∣∣
∂Xc

= ϕΞP
∣∣
∂Xc

.

Under the new Hamiltonian, both sides of equation (7.12) are divided by ϕm
′
in each

fiber.

The symbols in the flow-out become more natural under the present setting, as

can be seen in the following symbolic version of Proposition VI.7.

Proposition VII.19. The composition of properly supported operators with kernels

in J ℓ,m and J ℓ̃,m̃, respectively, is an operator with kernel in J ℓ+ℓ̃+1/2,m+m̃−1/2. For any

A ∈ J ℓ,m, B ∈ J ℓ̃,m̃, we obtain the usual symbol on the diagonal:

∀x ∈ Xc \ ∂Xc σ0(A ◦B)(x̄, x̄) = σ0(A)(x̄, x̄)σ0(B)(x̄, x̄),

and for any fiber Fs above s ∈ S,

σ1(A ◦B)s = σ1(A)s ◦ σ1(B)s .
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7.5 The adjoint

The class J ℓ,m is closed under the operation of taking adjoints, and information

about the symbol of the adjoint is given in the following

Proposition VII.20. Let A ∈ J ℓ,m(M ×M ; ∆,F∂Xc), then the adjoint A∗ belongs

again to J ℓ,m(M ×M ; ∆,F∂Xc), and

σ0(A
∗)(x, x) = σ0(A)(x, x) for (x, x) ∈ ∆ \ Σ, and

σ1(A
∗)s = (σ1(A)s)

∗ , for each s ∈ S.

Proof. The first statement is as in the usual theory of ~-pseudodifferential operators.

It is enough to prove the rest in the model case. Take A with Schwartz kernel

K(x, y, h) =
1

(2π~)n

∫
ei~

−1((x−y)·p−sp1)+isσa(s, x, y, p, σ, ~)dsdpdσ,

where a ∈ Aℓ′,m′

classical, ℓ
′ = ℓ + 1/2, m′ = m− 1/2. The Schwartz kernel of the adjoint

is given by

K∗(x, y) = K(y, x) =
1

(2π~)n

∫
ei~

−1((x−y)p−sp1)+isσa(−s, y, x, p, σ, ~)dsdpdσ,

where a(s, x, p, σ, ~) was replaced by a(−s, y, x, p, σ, ~). Taking x = (x, (p1 = 0, p′)), y =

φPs x = ((x1 + s, x′), (p1 = 0, p′)), the symbol on the flow-out is given by

σ1(A
∗)(φPs x, x) =

√
2π

∫
a−ℓ′(−s, y, x, p, σ)eisσdσ

√
dxdy1dp′

∣∣
x′=y′,p1=0,s=x1−y1

=
√

2π

∫
a−ℓ′(−s, y, x, p, σ)e−isσdσ

√
dxdy1dp′

∣∣
x′=y′,p1=0,y1−x1=−2

= σ1(A)(x, φPs x)

The proof is now clear, since the symbol σ1(A
∗) intertwines the variables and takes
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the conjugate of σ1(A).

7.6 Conclusions

The algebra is defined in the manifold case assuming that the cut region Xc is

fibrating and Bohr-Sommerfeld. A global symbolic calculus is defined using the ~-

Transform introduced in [PU95]. The two principal symbols have singularities in the

intersection of the diagonal and the flow-out. However, they blow up in a controlled

way, and there exists a symbolic compatibility condition in the intersection. We

expose this condition in a natural setting after identifying the symbol on the flow-out

with families of classical pseudodifferential operators acting on half-densities on the

fibers of the foliation. Other results like the principal symbol of the composition and

the principal symbol of the adjoint seems to be expressed more naturally under the

identification described in this chapter.
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CHAPTER VIII

Asymptotics of the trace

8.1 The trace in case m′ ≥ 0.

We now assume that Xc is compact and ∂Xc is fibrating, as in section VII. We

will prove:

Theorem VIII.1. Let A be an operator in the class AXc. Then, if m > 1/2,

Tr(A) = (2π)−n~−ℓ−m−n
∫

Xc

σ0(x, x, p,−p)dxdp+O(~−ℓ−m−n+1), (8.1)

where σ0 is the symbol of A on the diagonal. If m = 1/2,

Tr(A) = (2π)−n~−ℓ−m−n
∫

Xc

σ0(x, x, p,−p)dxdp+O(~−ℓ−m−n ~ log(1/~)). (8.2)

The rest of this subsection is devoted to a proof of this result, which we break into

a series of lemmas. Note that it is enough to estimate the integral along the diagonal

of the kernel of A in the model case with ℓ′ = 0. Consider therefore a semiclassical

kernel of the form:

u~(x, y) =
1

(2π~)n

∫
ei~

−1[(x1−y1−s)p1+(x′−y′)p′]+isσa(s, x, y, p, σ)dsdpdσ, (8.3)
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where p = (p1, p
′), x = (x1, x

′), y = (y1, y
′) and a is a classical symbol in σ of degree

m′ = m− 1/2, compactly supported in (s, x, y, p).

Lemma VIII.2. Let µ0 > 0 be large enough so that a|{|p1|>µ0/2} = 0, and let ρ ∈ C∞
0

be a smooth function with compact support which is equal to one on [−µ0/2, µ0/2] and

is supported on [−µ0, µ0]. Then

u~(x, x) =
1

(2π~)n

∫
e−isp1/~+isσa(s, x, x, p, σ)ρ(~σ)dsdpdσ +O(~∞), (8.4)

uniformly in x.

Proof. The rigorous definition of uh when the integral in σ diverges is given in equation

(6.3): IfK >> 0 (K ≥ m′/2+1), then uh is equal to the absolutely convergent integral

1

(2π~)n

∫
ei~

−1[(x1−y1−s)p1+(x′−y′)p′]+isσ 1

(1 + σ2)K
DK

[
e−is~

−1p1a(s, x, y, p, σ)
]
dsdpdσ,

and therefore

u~(x, y) =
1

(2π~)n

K∑

j=0

∫
ei~

−1[(x−y)p−sp1]+isσ (−i~−1p1

)2K−j aj(s, x, y, p, σ)

(1 + σ2)K
dsdpdσ,

where the last expression is obtained by expanding the action of DK . Note that, ∀j,

aj consists of linear combinations of derivatives of a with respect to s (and therefore

aj ∈ A0,m′
). Using this we get that the remainder in equation (8.4) is equal to

K∑

j=0

1

(2π~)n

∫
e−isp1/~+isσ aj(s, x, x, p, σ)

(1 + σ2)K
(
−i~−1p1

)2K−j
(1 − ρ(~σ)) dsdpdσ.

Let bj(s, x, p, σ ; ~) =
aj(s,x,x,p,σ)

(1+σ2)K (−i~−1p1)
2K−j (1 − ρ(~σ)). We will show that for

each j,

Bj :=
1

(2π~)n

∫
e−isp1~−1+isσbj dsdpdσ
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is O(~∞)

Starting with the change of variables µ = ~σ, ω = −p1 + µ, we obtain that

Bj =
~−1

(2π~)n

∫
eisω/~ bj(s, x, (−ω + µ, p′), ~−1µ ; ~) dsdωdp′dµ

=
1

(2π~)n

∫
e−i~ξ1ξ2 cj(x, µ, p

′ ; ~ ; ξ) dξdp′dµ,

where ξ = (ξ1, ξ2) are the dual variables to (s, ω), and

cj(x, µ, p
′ ; ~ ; ξ) =

1

2π

∫
e−i(s,ω)·ξ bj(s, x, (−ω + µ, p′), ~−1µ ; ~)dsdω

is the Fourier transform of bj in the (s, ω) variables. Using the inequality

∣∣∣∣∣e
it −

N−1∑

k=0

(it)k

k!

∣∣∣∣∣ ≤
|t|N
N !

, (8.5)

we obtain that for each N > 0,

∫
e−i~ξ1ξ2cj(x, µ, p

′ ; ~ ; ξ)dξ−
N−1∑

k=0

∫
(−i~ξ1ξ2)k

k!
cj(x, µ, p

′ ; ~ ; ξ)dξ =

∫
RN (ξ ; ~)cjdξ,

where |RN(ξ ; ~)| ≤ ~N |ξ1ξ2|N
N !

. Moreover, for each k = 0, . . . , N − 1,

(i~)k

k!

∫
(−ξ1ξ2)kcjdξ =

2π(−i~)k

k!

(
∂2

∂s∂p1

)k
bj(s, x, p, ~

−1µ ; ~)∣∣
s=0,p1=µ

=
2π(−i~)k (1 − ρ(µ))

(1 + (~−1µ)2)k!

(
∂2

∂s∂p1

)k
aj(s, x, (µ, p

′), ~−1µ)∣∣
s=0,p1=µ

= 0,

since ρ(µ) is equal to one in the support of a. It follows that

∣∣∣∣
∫
e−i~ξ1ξ2cjdξ

∣∣∣∣ ≤
~N

N !

∫ ∣∣∣(ξ1ξ2)N cj
∣∣∣ dξ
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=
~N

2πN !

∣∣∣∣∣

∣∣∣∣∣

∫
e−i(s,ω)·ξ

(
∂2

∂s∂ω

)N (
bj(s, x, (−ω + µ, p′), ~−1µ ; ~)

)
dsdω

∣∣∣∣∣

∣∣∣∣∣
L1

ξ

,

where ‖ · ‖L1
ξ

denotes the L1-norm of a function of the ξ variables. The well-known

inequality

||v̂| |L1(Rd) ≤
∑

|α|≤d+1

||∂αv| |L1(Rd) (8.6)

implies that the above bound is in turn bounded by

~N

2πN !

∑

|α|≤3

∣∣∣∣∣

∣∣∣∣∣∂
α

(
∂2

∂s∂ω

)N [
bj(s, x, (−ω + µ, p′), ~−1µ ; ~)

]
∣∣∣∣∣

∣∣∣∣∣
L1

s,ω

=
~N

2πN !

∑

|α|≤3

∣∣∣∣∣

∣∣∣∣∣
(1 − ρ(µ))(−i~−1)2K−j

(1 + (~−1µ)2)K
∂α
(

∂2

∂s∂ω

)N

[
aj(s, x, x, (−ω + µ, p′), ~−1µ)(−ω + µ)2K−j] ∣∣∣

∣∣∣
L1

s,ω

,

where ‖ · ‖L1
s,ω

is defined similarly, and ∂α = ∂α1

∂sα1

∂α2

∂ωα2
, α = (α1, α2). Therefore Bj is

bounded above by

~−n+N−2K+j

(2π)n+1N !

∑

|α|≤3

∫ ∣∣∣∣∣∂
α

(
∂2

∂s∂ω

)N [
(−ω + µ)2K−jaj(s, x, (−ω + µ, p′), ~−1µ)

(1 + (~−1µ)2)k
(1 − ρ(µ))

]∣∣∣∣∣ dsdωdp
′dµ

=
~−n+N+1−2K+j

(2π)n+1N !

∑

|α|≤3

∫ ∣∣∣∣∣∂
α

(
∂2

∂s∂p1

)N [
p2K−j

1 aj(s, x, p, σ)

(1 + σ2)k
(1 − ρ(~σ))

]∣∣∣∣∣ dsdpdσ.

Finally, notice that the integrand is of order O
(
σm

′−2K
)

and that 1 − ρ(~σ) has

support in |σ| ≥ ~−1µ0/2. Therefore the above upper bound is less than a constant
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times

~−n+N+1−2K+j

∞∫

~−1µ0/2

σm
′−2Kdσ =~−n+N+1−2K+j σm

′−2K+1

m′ − 2K + 1

∣∣∣∞~−1µ0/2

= O
(

~j−n−m
′+N
)
.

Since this is true for all positive integers N we are done.

Lemma VIII.3. If m′ ≥ 0,

∫
u~(x, x) dx =

1

(2π~)n

∫
2π a(0, x, x, µ, p′, ~−1µ) dx dp′ dµ+O(~−n−m′+1). (8.7)

Proof. By (8.4), it suffices to estimate

ũ~(x, x) =
1

(2π~)n

∫
e−isp1/~+isσa(s, x, x, p, σ)ρ(~σ)dsdpdσ.

By an argument identical to the one used in the proof of the Lemma,

ũ~(x, x) =
1

(2π~)n
~−1

∫
eisω/~a(s, x, x, (−ω + µ, p′), ~−1µ)ρ(µ)dsdp′dωdµ.

We will apply the method of stationary phase to the (s, ω) integral, before integrating

with respect to p′ and µ. To this end introduce the notation

u~(x, x, p
′, µ) =

1

(2π~)n
~−1

∫
eisω/~a(s, x, x, (−ω + µ, p′), ~−1µ)ρ(µ)dsdω,

so that the left-hand side of (8.7) is equal to
∫
u~(x, x, p

′, µ) dxdp′dµ modulo O(~∞).

We also have that

u~(x, x, p
′, µ) =

1

(2π~)n

∫
e−i~ξ1ξ2c(x, µ, p′; ~ ; ξ)dξ,
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where ξ = (ξ1, ξ2) are the dual variables to (s, ω), and

c(x, µ, p′; ~ ; ξ) =
1

2π

∫
e−(s,ω)·ξa(s, x, x, (−ω + µ, p′), ~−1µ)ρ(µ)dsdω

is the Fourier transform of ρa in (s, ω). Note that

∫
c(x, µ, p′; ~; ξ)dξ = 2π a(0, x, x, (µ, p′), ~−1µ),

and therefore (by (8.5))

u~(x, x, p
′, µ) − 1

(2π~)n
2π a(0, x, x, (µ, p′), ~−1µ) =

1

(2π~)n

∫
R(ξ, ~)c(ξ)dξ, (8.8)

where |R(ξ, ~)| ≤ ~ |ξ1ξ2|. Integrating (8.8) we see that the error term in (8.7) is

bounded by

1

(2π~)n

∫

K

‖Rc‖L1
ξ
(x, p′, µ) dx dp′ dµ, (8.9)

where K is a compact set containing the support of the left-hand side of (8.8). Using

(8.6) again,

~ ||ξ1ξ2c||L1
ξ

=
~

2π

∣∣∣∣
∣∣∣∣
∫
e−i(s,ω)·ξ ∂2

∂s∂ω
a(s, x, x, (−ω + µ, p′), ~−1µ)ρ(µ)dsdω

∣∣∣∣
∣∣∣∣
L1

≤ ~

2π

∑

|α|≤3

∣∣∣∣
∣∣∣∣∂α

∂2

∂s∂ω
a(s, x, x, (−ω + µ, p′), ~−1µ)ρ(µ)

∣∣∣∣
∣∣∣∣
L1

(s,ω)

.

Since a(s, x, y, p, σ) is a classical symbol in σ of order m′ and compactly supported in

the rest of the variables, for all α there exists a constant C = C(α) such that

∣∣∣ ~
2π
∂α ∂2

∂s∂ω
a(s, x, x, (−ω + µ, p′), ~−1µ)ρ(µ)

∣∣∣ ≤ C(α) (1 + ~−1|µ|)m
′

~

= C(α) (~ + |µ|)m′

~−m′+1
(8.10)

for all (s, x, y, p). Integrating (8.10) with respect to (s, ω) over a sufficiently large
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compact set we obtain that

‖Rc‖L1
ξ
(x, p′, µ) ≤ C (~ + |µ|)m′

~−m′+1.

We now integrate this inequality over the compact set, K, in (8.9), to obtain that the

error term in (8.7) is bounded above by a constant times

~−m′−n+1

∫

|µ|≤µ1

(~ + |µ|)m′

dµ (8.11)

for some µ1 > 0 independent of ~, and this is O(~−m′−n+1) when m′ ≥ 0.

Remark VIII.4. Lemma VIII.3 implies the Theorem (with a better error estimate in

case m′ = 0) if the amplitude a is homogeneous in the variable σ.

Proof of Theorem VIII.1. Let us first assume that m′ > 0. Since a is a symbol in σ

of degree m′ > 0, there exists ã(x, p) and a constant C such that

∣∣∣a(0, x, x, p, σ) − σm
′

ã(x, p)χ(σ)
∣∣∣ ≤ C (1 + |σ|)m′−1,

where χ(σ) is smooth in σ 6= 0, and homogeneous of degree zero in σ. Then, in

particular,

∣∣∣∣
2π

(2π~)n
a(0, x, x, µ, p′, ~−1µ) − 2π

(2π~)n
~−m′

µm
′

χ(µ)ã(0, x, (µ, p′))

∣∣∣∣

≤ (2π)1−nC (1 + ~−1|µ|)m′−1~−n.

The left-hand side of this inequality is supported in µ ∈ [−µ0, µ0]. After integrating

with respect to µ, the remainder is bounded by constant times

~−n
µ0∫

−µ0

(1 + ~−1|µ|)m′−1dµ = 2~−n−m′+1

µ0∫

0

(~ + µ)m
′−1dµ
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= 2~−n−m′+1
(
(µ0 + ~)m

′ − ~m
′
)
/m′ = O(~−n−m′+1) since m′ > 0.

Therefore, for any ℓ′ and m′ > 0

∫
u~(x, x) dx = (2π)−n~−ℓ−m−n

∫
2π pm

′

1 ã(0, x, p)dxdp+O(~−ℓ−m−n+1),

where 2π pm
′

1 ã(0, x, p) is the principal symbol on the diagonal.

Now let us assume m′ = 0. Since a is a symbol in σ of degree zero, there exists

ã(x, p) such that,

|a(0, x, x, p, σ) − ã(x, p)χ(σ)| < C

1 + |σ|

for some constant C > 0.Then

∣∣∣∣
2π

(2π~)n
a(0, x, x, µ, p′, ~−1µ) − 2π

(2π~)n
ã(x, (µ, p′))χ(µ)

∣∣∣∣ <
(2π)1−nC

1 + ~−1 |µ| ~−n

Again, since the left hand side is supported in the set {|µ| ≤ µ0}, after integrating

with respect to µ, the remainder is bounded by a constant times

~−n
µ0∫

0

1

1 + ~−1µ
dµ = ~−n+1

µ0∫

0

1

µ+ ~
dµ

= ~−n+1 (log(µ0 + ~) − log(~)) = O(~−n+1 log(1/~)).

Therefore, for m = 1/2

∫
u~(x, x) dx = (2π)−n~−ℓ−m−n

∫
2π ã(0, x, p)dpdx+O(~−ℓ−m−n+1 log(1/~)),

where 2π ã(0, x, p) is the principal symbol of the family on the diagonal.
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8.2 The trace in case m′ ≤ −4.

Theorem VIII.5. With the previous notation, if m ≤ −7/2, and A an operator in

AXc, then each classical ΨDO σ1(A)s obtained from the symbol of A in the flow out

on each orbit is of trace class, and

Tr(A) = (2π)−n+1/2~−n−ℓ+1/2

∫

S

Tr (σ1(A)s) ds+O(~−n−ℓ+3/2). (8.12)

Lemma VIII.6. If m′ < 0 and ℓ′ = 0,

∫
u~(x, x) dx =

1

(2π~)n
2π

∫
a(0, x, x, µ, p′, ~−1µ) dx dp′ dµ+O(~−n+2). (8.13)

Proof. This follows immediately from (8.11) (which was derived under no assumptions

on m′).

Proof. Starting with equation (8.3), since m′ ≤ −4

a2(s, x, y, p) :=

∫
eisσa(s, x, y, p, σ)dσ

is absolutely convergent and can be extended to a C2 function of s. In addition,

a2 is compactly supported in s, x, y, p. Using the stationary phase theorem for C2k

amplitudes (Theorem 7.7.5 in [Hör83]), we get

∫
ei~

−1sp1a2(s, x, x,−p1, p
′)dsdp1 ∼ 2π ~ a2(0, x, x, 0, p

′),

and then

∫
u~(x, x) dx = (2π)−n+1/2~−n−ℓ+1/2

∫ √
2π a2(0, x, x, 0, p

′)dxdp′ +O(~−n−ℓ+3/2),

where
√

2π a2(0, x, x, 0, p
′) =

√
2π
∫
eisσa(s, x, x, p)dσ∣∣

s=0,p1=0

is the extension of the
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symbol σ1 to the intersection of the Lagrangians. This is the desired result in the

model case.

8.3 Conclusions

In this chapter we stated and proved the asymptotic of the trace of elements of

the algebra with compact microsupport on Xc. We showed how the contribution to

the principal term in the expansion of the trace can either come from the principal

symbol on the diagonal or from the principal symbol on the flow-out depending on

the bi-degree of the operator.
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CHAPTER IX

Projectors and “cut” quantum observables

In this section we will prove that, under a very mild additional condition on ∂Xc,

the algebra AXc contains orthogonal projectors. We will also prove that, in case there

exists an semiclassical pseudodifferential operator on M , P̂ , such that:

1. The spectrum of P̂ is discrete and is contained in ~Z, and

2. Xc = P−1(I) for I ⊂ R a closed interval,

then the spectral projector of P̂ associated to the interval I is in AXc

9.1 On the Existence of Projectors

In addition to the assumptions on ∂Xc that we have been making throughout, let

us now assume that ∂Xc is of contact type. Recall that this means that there exists

a one-form β on ∂Xc such that (a) dβ is the pull-back of the symplectic form to ∂Xc,

and (b) β⌋ΞP is constant, where P is a defining function of Xc with periodic flow on

∂Xc.

Following the proof of Lemma 5 in ([Doz97]), one obtains:

Lemma IX.1. There exists an smooth function, which will be called again P :

T ∗M → R, such that
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(a) P is bounded from below and tends to ∞ at infinity in the cotangent directions,

(b) ∂Xc = P−1(0), and

(c) There exists a neighborhood W of ∂Xc such that the Hamilton flow of P is

2π-periodic in W.

Next we recall (see [HR84] Proposition 3.8) how to obtain a quantum version of

the previous result:

Lemma IX.2. Let P̂ (~) be a semiclassical pseudodifferential operator with princi-

pal symbol P and vanishing sub-principal symbol. Let µ be the Maslov index of the

trajectories of ΦP (the Hamilton flow of P ) in W. Assume the Bohr-Summerfeld

conditions (7.1). Then there exists a semiclassical pseudodifferential operator R̂2(~)

of order −2 such that for ǫ << 1

Spec
(
P̂ − µ

4
~ − R̂2(~)

)
∩ [−ǫ/3, ǫ/3] ⊂ ~Z

when we restrict ~ to the sequence ~ = 1/N with N large.

Proof. Pick ǫ > 0 such that P−1[−ǫ, ǫ] ⊂ W. Let ρ be a smooth function with support

in [−ǫ, ǫ], such that ρ ≡ 1 on [−ǫ/2, ǫ/2]. Let

γ =
1

2π

2π∫

0

p(t)ẋ(t) − P (x(t), p(t))dt

be the (common) action of the trajectories of the Hamilton flow of P in W. Then

e−2πi~−1( bP−µ
4

~−γ) is microlocally in W a pseudodifferential operator with symbol iden-

tically equal to one, and thus one can write

ρ(P̂ )e−2πi~−1( bP−µ
4

~−γ) = ρ(P̂ )(I + ~R̂(~)),
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where R̂(~) is a zeroth order ~-ΨDO. Recall that γ is an integer in ∂Xc, and therefore,

for ~ = 1/N we obtain

ρ(P̂ )e−2πi~−1( bP−µ
4

~) = ρ(P̂ )(I + ~R̂(~)),

Since I + ~R̂(~)ρ(P̂ ) has spectrum close to 1 for ~ << 1, one can then define for ~

small

R̂2 = − ~

2πi
log(I + ~R̂(~)ρ(P̂ )),

and since R̂2 commutes with P̂ , we obtain

ρ(P̂ )e−2πi~−1( bP−µ
4

~− bR2) = ρ(P̂ )
(
I + ~R̂(~)

)(
I + ~R̂(~)ρ(P̂ )

)−1

.

Since ρ ≡ 1 on [−ǫ/2, ǫ/2], the spectral theorem guarantees that the above operator is

the identity on any eigenfunction of P̂ with eigenvalue in [−ǫ/2, ǫ/2]. Since, for ~ small

enough, the spectrum of P̂ − µ
4

~− R̂2 in [−ǫ/3, ǫ/3] corresponds to eigenfunctions of

P̂ with eigenvalues in [−ǫ/2, ǫ/2], the result follows.

Let us define P̂2 := P̂ − µ
4

~− R̂2, whose principal symbol continues to be P . Let

χ be the characteristic function on (−∞, 0], and define the projector

Π = χ
(
P̂2

)

Theorem IX.3. The projector Π defined above belongs to the class J−1/2,1/2(M ×

M,∆,F∂Xc).

Proof. Let ρ be the cut-off function of the previous proof. We decompose

Π = (1 − ρ)χ
(
P̂2

)
+ ρχ

(
P̂2

)

Clearly (1− ρ)χ
(
P̂2

)
is a semiclassical pseudodifferential operator. Therefore we

157



need to prove that ρ χ
(
P̂2

)
belongs to J−1/2,1/2. This operator has microsupport in

W.

We take Rn−1 × S1 as the model case, with coordinates (x, θ) and T ∗M with

coordinates (x, θ; p, τ). Let ΠE = ΠE
N be the projector on eigenfunctions of P̂ n =

~Dθ = ~
i
∂
∂θ

with eigenvalues greater than or equal to E/N , where E ∈ Z is a constant.

(Here θ is the 2π-periodic variable in S1.) Let Ts = e−is~
−1

bP2, and let

T ns = e−i~
−1s bPn

be the translation representation on L2(Rn−1 × S1). Let (x0, p0) ∈ W. As in [Gui94,

GL02], there exist an S1-invariant neighborhood U ⊂ W of (x0, p0) (the circle action

given by the Hamilton flow of P ), an S1-invariant open set Un ⊂ T ∗(Rn−1 ×S1), and

an S1-equivariant canonical transformation

φ : U → Un,

which sends ∂Xc ∩ U into
{
(x, θ; p, τ) ∈ T ∗ (Rn−1 × S1)

∣∣ τ = E
}
. As in [Gui94,

GL02], one can show that there exists a semiclassical zeroth order Fourier integral

operator

F : L2(M) → L2(Rn−1 × S1),

with microsupport on U × Un such that

F ∗F = IUn , FF ∗ = IU ,

and

Fρ χ(P̂2) = ρ
(
ΠE
)
F,

This reduces the proof to the model case. It suffices to show that ΠQ̂ is on the algebra,
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for any zeroth order compactly supported semiclassical pseudodifferential operator Q̂

in Rn−1 × S1. Note that

ΠE Q̂ =
1

2π

2π∫

0

e−iNs
bPn

eiNsE Q̂
1

1 − eis
ds

The operator e−iNs
bPn
eiNsEQ̂ is a semiclassical FIO with Lagrangian

{
((x, θ ; p, τ = E), (y = x, α + s = θ ; −p,−τ = −E))

∣∣x ∈ Rn−1, θ, α ∈ [0, 2π]
}
.

Therefore, in local coordinates, the Schwartz kernel of ΠEQ̂ can be written as

1

(2π~)n
1

2π

∫
eiN( (x−y)p+(θ−α−s)(τ−E) )q(x, θ, y, α, p, τ, ~)

1

1− eis
dpdτds, (9.1)

where q is symbol with expansion in ~. Notice that 1
1−eis is a conormal distribu-

tion in s = 0 and equation (9.1) shows the hybrid nature of the amplitude of the

projector. Equation (9.1) also proves that ΠEQ̂ ∈ J−1/2,1/2, with principal symbol

χXcQ(x, θ ; p, τ) in the diagonal, and

1√
2π

Q(ΦP
s (x, θ ; p, τ))

1 − eis

in the flow-out.

Remark IX.4. If one has an semiclassical pseudodifferential operator P̂ with discrete

spectrum such that

Spec(P̂ (~)) ⊂ ~Z,

then the previous proof shows that, for any given E1, E2 ∈ Z such that E1 < E2, and
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for j = 1, 2:

the trajectories on P−1(Ej) satisfy the Bohr-Sommerfeld condition (7.1).

Then the orthogonal projector onto

HN = span of eigenvectors of P̂ (~) with eigenvalues in [E1, E2],

is in the algebra J−1/2,1/2 (M ×M ; ∆,F∂Xc), associated to

Xc =
{
x ∈ T ∗M

∣∣ E1 ≤ P (x) ≤ E2

}
.

9.2 Cut quantum observables and Generalized Töplitz Ma-

trices

In this section we fix a projector Π as in §5.1, and consider “cut” quantum ob-

servables, by which we mean operators of the form

ΠQ̂Π

where Q̂ is a semiclassical pseudodifferential operator on M . By Theorem IX.3 these

operators are in J−1/2,1/2 (M ×M ; ∆,F∂Xc). The symbolic properties of these oper-

ators are summarized by the following Proposition:

Proposition IX.5. Let Q̂(~) be a zeroth-order semiclassical pseudodifferential opera-

tor with compact microsupport. Then ΠQ̂Π is in the class J−1/2,1/2(M×M ; ∆,F∂Xc).

Its symbols, ignoring Maslov factors, are as follows:

σ0(ΠQ̂Π)(x, x) = χXc(x)Q(x)
√
dx ∧ dp,

(9.2)
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σ1

(
ΠQ̂Π

)
s
= ΠFsM|QFs

ΠFs

(9.3)

where χXc is the characteristic function of Xc, x = (x, p) ∈ T ∗M , Fs is the fiber

above s ∈ S, Q|Fs
is the restriction of Q to Fs, MQ|Fs

is the operator “multiplication

by Q|Fs
”, and ΠFs is the Szegö projector in the orbit Fs, i.e., for u : Fs → C smooth,

u(ΦP
s (ȳ)) =

∑
j uj(ȳ)

eijs
√

2π
,

[ΠFsu](x̄) =
∑

j≥0

ur(x)√
2π

.

Remark IX.6. Notice that the Szegö projector ΠFs is a classical pseudodifferential

operator with principal symbol χ(T ∗Fs)+ , where (T ∗Fs)
+ is the part with positive

momentum variable, in the direction of the Hamilton flow. This function is smooth

in T ∗Fs \ 0.

Remark IX.7. The symbol of Π|Fs
MQ|Fs

Π|Fs
is χ(T ∗Fs)+Q|Fs

, which agrees with the

symbol on the diagonal, restricted to the intersection. This is the symbolic compati-

bility condition referred to in Theorem VII.18.

Proof. The first part was proven in Theorem IX.3. The principal symbol on the

diagonal is clear. Using the relation (0.2) in [AU85], we obtain that for y ∈ ∂Xc,

s 6= 0,

σ1(Φ
P
s (y) ; y) =

1√
2π

1

2π

2π∫

0

Q(ΦP
s−s̃(y))

1 − ei(s−s̃)
1

1 − eis̃
ds̃

=
1√
2π

1

2π

2π∫

0

Q(ΦP
s̃ (y))

1 − eis̃
1

1 − ei(s−s̃)
ds̃.

Since Q(ΦP
s̃ (y)) is a smooth 2π-periodic function in s̃, there exists a sequence of

functions {Qj(y)}∞j=−∞ such that

Q(ΦP
s̃ (y)) =

∞∑

j=−∞
Qj(y)

eijs̃√
2π
,
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and the symbol becomes:

σ1(Φ
P
s (y) ; y) =

1√
2π

1

2π

∫ (∑

j

Qj(y)√
2π

eijs̃

)(∑

k≥0

eiks̃

)(∑

k′≥0

eik
′(s−s̃)

)
ds̃

=
1

2π

∑

k, k′≥0, j∈Z

Qj(y)

2π

∫
eis̃(j+k−k

′)eik
′sds̃ =

∑

k′≥0, k′≥j
Qj(y)

eik
′s

2π

=
1√
2π

∑

j∈Z

Qj(y)


 ∑

k′≥max(0,j)

eik
′s

√
2π


 =

1√
2π

∑

j∈Z

Qj(y)√
2π

emax(0,j) is

1 − eis

=
1√
2π

1

1 − eis

[∑

j≥0

eijs
Qj(y)√

2π
+
∑

j<0

Qj(y)√
2π

]
.

We now interpret this as the kernel of an operator acting on the fibers of ∂Xc → S.

Let us consider a fiber Fs ⊂ ∂Xc, and a function u : Fs → C. For every fixed y ∈ ∂Xc,

let ur(y) and Qj(y) be the corresponding Fourier coefficients in each decomposition

u(ΦP
s (y)) =

∞∑

r=−∞
ur(y)

eirs√
2π
, Q(ΦP

s (y)) =
∞∑

j=−∞
Qj(y)

eijs√
2π
.

As a pseudodifferential operator, the symbol on the flow-out of ΠQ̂Π acting the

function u, is given by

[
σ1

(
ΠQ̂Π

)
s
u
]
(x) =

∫

Fs

σ1(ΠQ̂Π)(x, y)u(y)dy =

∫

S1

σ1(ΠQ̂Π)(x,ΦP
s (x))u(ΦP

s (x))ds

=

∫
1√
2π

1

1 − e−is

[∑

j≥0

Qj(x)√
2π

+
∑

j<0

Qj(x)√
2π

eijs

]∑

r

ur(x)
eirs√
2π
ds

=
∑

k≥0,j≥0

uk(x)
Qj(x)√

2π
+

∑

k≥0,j<0

uk−j(x)
Qj(x)√

2π

=
∑

k≥0,j≥0

uk(x)
Qj(x)√

2π
+

∑

r≥−j,j<0

ur(x)
Qj(x)√

2π

=
∑

r≥0,j≥0,j≥−r
ur(x)

Qj(x)√
2π

+
∑

r≥0,j<0,j≥−r
ur(x)

Qj(x)√
2π

=
∑

r≥0,j≥−r
ur(x)

Qj(x)√
2π

(9.4)
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On the other hand,

[
ΠFsM|QFs

ΠFs (u)
]
(x) = ΠFsM|QFs

(∑

r≥0

ur(y)√
2π

)
(x) = ΠFs

(
Q(y)

∑

r≥0

ur(y)√
2π

)
(x)

= ΠS1

(
Q(ΦP

s (x))
∑

r≥0

ur(Φ
P
s (x))√
2π

)

∣∣s=0

= ΠS1

( ∑

j∈Z,r≥0

Qj(x)√
2π

ur(x)
ei(j+r)s√

2π

)

∣∣
s=0

=
∑

r≥0,j≥−r
Qj(x)

ur(x)√
2π

,

which agrees with equation (9.4). This proves that

σ1

(
ΠQ̂Π

)
s
= ΠFsM|QFs

ΠFs,

which yields (9.3) after applying Proposition VII.19.

Operators of the form ΠN Q̂NΠN : HN → HN generalize Toeplitz matrices, and

this is reflected in its principal symbol on F∂Xc. (In case M = S1 and ΠN the

projector onto the span of {eijθ, j = 0, . . . , N}, the ΠN Q̂NΠN are to leading order

the generalized Toeplitz matrices of [GS58], page 84.)

9.2.1 Applications: A symbolic proof of the Szegö Limit Theorem

We begin with the functional calculus, the heart of which is the following

Lemma IX.8. Let Q̂ be a self-adjoint pseudodifferential operator of order zero on

M . Then

Π e−itΠ
bQΠ ∈ J−1/2,1/2 (M ×M ; ∆,F∂Xc) .

Proof. Let us define

W (t) = Πe−itΠ
bQΠ.
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It is the solution of the problem





1
i
∂
∂t
W (t) + ΠQ̂ΠW (t) = 0

W (t)∣∣
t=0

= Π
(9.5)

The idea in the following proof is to construct a solution which will be in the algebra

and will make the right-hand side of first equation (9.5) of order O(~∞).

As a first approximation we take

W̃0 = Πe−it
bQ,

which satisfies

1

i

∂

∂t
W̃0 + ΠQ̂Π W̃0 = −Π

[
Π, Q̂

]
e−it

bQ.

We will prove below that
[
Π, Q̂

]
∈ sc-I−1/2(M×M ;F∂Xc) (see Section 9.2.2). There-

fore, we obtain





1
i
∂
∂t
W̃0(t) + ΠQ̂ΠW̃0(t) =: R̃0(t) ∈ sc-I−1/2 (M ×M ;F∂Xc)

W̃0(t)
∣∣

t=0

= Π

We will now modifyW0 so as to make the right hand side O(~∞) instead of an operator

in sc-I−1/2(M ×M ;F∂Xc). For the rest of the proof, it will be convenient to identify

symbols in the flow-out with corresponding families of smoothing operators acting

on functions on the fibers Fs for each s ∈ S. The symbol R0(t) has a corresponding

family operator {R̃0,s(t)}s∈S. Let us consider the following problem,





1
i
∂
∂t
Ṽ0,s + ΠFsMQ|Fs

ΠFs ◦ Ṽ0,s = −R̃0,s,

Ṽ0,s∣∣
t=0

= 0,
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whose solution is

Ṽ0,s(t) = −i
t∫

0

e
i(t̃−t)ΠFsMQ|Fs

ΠFsR̃0,s(t̃)dt̃.

Notice that Ṽ0,s is a smoothing operator. Let us call V0 the smooth symbol on F∂Xc

given by the operator Ṽ0,s. Take Ṽ0 ∈ sc-I−1/2(M ×M ;F∂Xc) with symbol V0. By

construction

1

i

∂

∂t

(
W̃0 + Ṽ0

)
+ ΠQ̂Π

(
W̃0 + Ṽ0

)
= ~R̃1(t) ∈ sc-I−3/2 (M ×M ;F∂Xc) .

Proceeding inductively one can find a sequence of operators Ṽj such that for all J

1

i

∂

∂t

(
W̃0 +

∑J
j=0 ~j Ṽj

)
+ ΠQ̂Π

(
W̃0 +

∑J
j=0 ~j Ṽj

)

= ~J+1R̃J+1 ∈ sc-I−3/2−J (M ×M ;F∂Xc)
(9.6)

Finally, take an operator Ṽ ∈ sc-I−1/2(M ×M ;F∂Xc) such that Ṽ ∼
∑∞

j=0 Ṽj,

and define W̃ = W̃0 + Ṽ . Then

1

i

∂

∂t
W̃ + ΠQ̂ΠW̃ = O(~∞).

A standard application of Duhamel’s principle finishes the proof.

Proposition IX.9. Let Q̂ be a self-adjoint semiclassical pseudodifferential opera-

tor. Then for any smooth function f , Π f(ΠQ̂Π), is in the class J−1/2,1/2(M ×

M ; ∆,F∂Xc). The symbols, ignoring Maslov factors, are as follows:

σ0

(
Π f(ΠQ̂Π)

)
(x, x) = χXc(x)f (Q(x))

√
dx ∧ dp, and (9.7)

σ1

(
Π f(ΠQ̂Π)

)
∣∣
Fs

= ΠFs f
(
ΠFsMQ|Fs

ΠFs

)
, (9.8)

where Fs,Q|Fs
, MQ|Fs

, and ΠFs are as in Proposition IX.5
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Proof. We have:

Π f
(
ΠQ̂Π

)
=

1√
2π

∫
Π e−itΠ

bQΠf̌(t)dt, (9.9)

where f̌(t) = 1√
2π

∫
eisf(s)ds. By the previous lemma we can conclude that Πf(ΠQ̂Π) ∈

J−1/2,1/2. Moreover

σ0(Πf(ΠQ̂Π))(x, x) =
1√
2π

∫
e−itQ(x)χXc(x)f̌(t)dt = f(Q(x)) χXc(x),

and

σ1

(
Πf(ΠQ̂Π)

)
s
=

1√
2π

∫
ΠFse

−itΠFsMQFs
ΠFs f̌(t)dt = ΠFsf(ΠFsMQFs

ΠFs).

As an immediate corollary of Theorems VIII.1 and IX.5, we obtain the following

Szegö limit theorem:

Corollary IX.10. Assume that Xc is compact. Then for any smooth function f

Tr
(
ΠNf(ΠNQ̂NΠN )

)
= (2π)−n Nn

∫

Xc

f ◦Q ωn

n!
+O(Nn−1 log(N)).

9.2.2 Commutators

We now describe another property of the projector. Let Q̂ be a semiclassical

pseudodifferential operator as above. The projector Π behaves microlocally as the

identity on the interiorXc, suggesting that
[
Π, Q̂

]
is microlocally O(~∞) on the diago-

nal. Using Proposition VII.15, we anticipate that
[
Π, Q̂

]
∈ sc-I−1/2 (M ×M ;F∂Xc).

We now prove that this is indeed the case, and compute the principal symbol of the

commutator.
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Proposition IX.11. For any zeroth order compactly supported semiclassical pseudod-

ifferential operator Q̂,
[
Π, Q̂

]
∈ sc-I−1/2 (M ×M ;F∂Xc) is a semiclassical Fourier

integral operator, with (smooth) principal symbol

σ
([

Π, Q̂
]) (

x = ΦP
s (y) ; y

)
=





1√
2π

Q(y)−Q(x)
1−eis if x 6= y

1
i
√

2π
{P,Q} (x) if x = y.

(9.10)

Furthermore, if the principal symbol of Q̂ is constant along the orbits in the flow-out,

and the Poisson bracket {P,Q} vanishes on ∂Xc to second order, and the subprincipal

symbol of Q vanishes on ∂Xc (Levi condition), then
[
Π, Q̂

]
∈ I−5/2 (M ×M ;F∂Xc).

Remark IX.12. The Hamilton flow of the principal symbol of an operator that com-

mutes with Π preserves the region Xc. However, the converse is not true; the in-

variance of the region Xc is a much weaker condition than the commuting property.

As can be seen in the next chapter, the Poisson bracket vanishes at the boundary to

second order if and only if the Hamilton flows of P and Q commute on the boundary,

which is still a mild condition.

Proof. It is enough to prove it in the model case Rn−1 × S1 with coordinates (x, θ),

and T ∗(Rn−1 × S1) with coordinates (x, θ ; p, τ). We consider only one energy level,

say E so that Xc = {τ ≥ E}. For simplicity, let us consider zeroth order semiclassical

pseudodifferential operators of the form:

Q̂(~)f(x, θ) =
∑

m

eimθ
∫
q(x, p, θ, ~m)eixp/~f̂(p,m, ~)dp, where

f̂(p,m, ~) =
1

(2π~)n+1

∫
e−iyp/~e−imαf(y, α)dydα,

and q(x, p, θ, s) is the full symbol. Decompose q in its Fourier modes,

qk(x, p, θ, s) =
∑

eikθqk(x, p, s), where qk(x, p, s) =
1

2π

∫
q(x, p, θ, s)e−ikθdθ
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Then Q̂ =
∑
Q̂k, where

Q̂k(~)f =
∑

m

eimθ
∫
eikθqk(x, p, ~m)eixp/~f̂(p,m, ~)dp (9.11)

=

∫
f(y, α)

[
1

(2π~)n+1

∑

m

ei(m+k)θ−imα
∫
ei(x−y)p/~qk(x, p, ~m)dp

]
dydα.

is a sc-ΨDO with symbol qk(x, p, s).

The kernel of Qk is

KQk
(x, y, θ, α) =

∑

m

ei(k+m)θ−imαpk(x, y,m, ~),

where

pk(x, y,m, ~) =
1

(2π~)n+1

∫
ei(x−y)p/~qk(x, p, ~m)dp.

A calculation shows that for k > 0,

K[ΠN , bQk(1/N)](x, θ, y, α)

=
Nn+1

(2π)n+1

∫
eiN(x−y)peiNE(θ−α)

[ ∑

0<j≤k
e−ij(θ−α)eikθ qk(x, p, E − j/N)

]
dp.

Notice that the amplitude in the integral above (in brackets) has an expansion in

powers of ~, and in fact is a semiclassical symbol. The phase parametrizes the flow-

out of {τ = E} by the canonical S1 action, which is F∂Xc. This proves that the

commutator is in the corresponding class, and the principal symbol is

1√
2π

∑

0<j≤k
e−ij(θ−α)eikθqk(x, p, E) =

qk(x, p, E)eikα − qk(x, p, E)eikθ

1 − e−i(α−θ)
.

The case k < 0 is similar, and taking the sum over k, we obtain (9.10).

For the last part, assume that the principal symbol is constant in the fibers of
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∂Xc → S, which implies that
[
Π, Q̂

]
∈ sc-I−3/2 (M ×M ;F∂Xc). Assuming the Levi

condition, we will show next that the principal symbol (corresponding to the degree

−3/2) vanishes again. Take x0, y0 ∈ F∂Xc, x0 6= y0. Consider two zeroth order

semiclassical pseudodifferential operators T̂1, T̂2 of disjoint compact microsupport,

such that their principal symbol is 1 in a neighborhood x, y respectively. Notice that

T̂1

[
Π, Q̂

]
T̂2 =

[
T̂1ΠT̂2, Q̂

]
+ T̂1Π

[
Q̂, T̂2

]
+
[
Q̂, T̂1

]
ΠT̂2. (9.12)

Near (x, y), the symbol of T̂1

[
Π, Q̂

]
T̂2 and

[
Π, Q̂

]
coincide. Consider, on the other

hand, the first term on the right-hand side of equation (9.12). First, by the assumption

on the microsupports of T1 and T2, the operator T̂1ΠT̂2 does not have wave-front set

along the diagonal, and therefore it is in sc-I−1/2 (M ×M ;F∂Xc). We can then apply

Proposition X.3 below to compute the symbol of the commutator
[
T̂1ΠT̂2, Q̂

]
. Near

(x0, y0) the symbol T̂1ΠT̂2 is equal to the symbol of Π, and clearly the (diagonal) Lie

derivative of this symbol with respect to the Hamilton flow of Q is zero. Therefore

the symbol of this commutator (as an operator of order −3/2) is zero.

The principal symbols of the last two terms in (9.12) also vanish because the prin-

cipal symbols of T1, T2 are constant near x0, y0, respectively. Therefore, the (−3/2)

principal symbol of
[
Π, Q̂

]
vanishes off the diagonal, and therefore everywhere on

F∂Xc by continuity. This concludes the proof.

9.3 Conclusions

Here we showed that under very mild conditions the algebra admits projectors. We

defined the cut quantum observables, which can be combined with the theorem on the

trace to provide a symbolic proof for a generalized Szegö limit theorem. We analyzed

the commutator of the projector with semiclassical pseudodifferential operators to be

used in the next section on the propagator.
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CHAPTER X

On some propagators e−it~
−1ΠQ̂Π

10.1 The classical counterpart

We begin by considering classical Hamiltonians Q : T ∗M → R with the property

that their Hamilton field is tangent to ∂Xc, that is, ΞQ(x) ∈ Tx∂Xc for all x ∈ ∂Xc. It

is easy to see that this occurs if and only if the Poisson bracket satisfies {P,Q}|Xc
= 0,

and a as consequence, Q is constant on the fibers of ∂Xc → S. The Hamilton flow of

such a Q preserves the region Xc, that is, it defines a classical flow in the symplectic

manifold with boundary Xc. The restriction of Q to ∂Xc descends to a smooth

function QS : S → R, which in turn defines a Hamilton flow on S. However, the

following diagram (where ΦQ
t denotes the Hamilton flow of Q, etc.) does not commute

in general:

∂Xc
ΦQ

t |∂Xc−→ ∂Xc

↓ ↓

S
Φ

QS
t−→ S

(10.1)

Lemma X.1. Assume that ΞQ is tangent to ∂Xc, and let P be a defining function

of Xc, as above. Then the Poisson bracket of P and Q vanishes to second order in

the boundary ∂Xc of Xc if and only if the Hamilton flows of ΦP and ΦQ of P and Q
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commute on ∂Xc, i.e., for every x ∈ ∂Xc, and any s, t ∈ R,

ΦQ
t ◦ ΦP

s (x) = ΦP
s ◦ ΦQ

t (x).

Remark X.2. In particular, if the conditions of the lemma above are satisfied, then

the diagram (10.1) is commutative.

Proof. Since ΞQ(x) ∈ Tx∂Xc for all x ∈ ∂Xc = P−1(0), then {Q,P} (x) = dPx(ΞQ) =

0 for all x ∈ ∂Xc. Therefore we can write {Q,P} = FP for some smooth function

F , and

[ΞQ,ΞP ] = Ξ{Q,P} = FΞP + PΞF

will vanish on ∂Xc if and only if F vanishes on ∂Xc. As a result,

ΦQ
t ◦ ΦP

s (x) = ΦP
s ◦ ΦQ

t (x)

∀x ∈ ∂Xc if and only if {Q,P} vanishes to second order on ∂Xc.

10.2 A Symbolic Description of The Propagator e−it h−1ΠQ̂Π

Throughout this section Q will denote a smooth function such that the Poisson

bracket {P,Q} vanishes to second order at ∂Xc (c.f. Lemma X.1). As we saw in the

previous section we then obtain a classical flow ΦQ
t |Xc that descends to a continu-

ous flow on the cut space Y . In this section we analyze the quantum mechanical

propagator e−it h
−1Π bQΠ, where Q̂ is a pseudodifferential operator on M with symbol

Q.

Before we state the main result, let us start with a proposition:

Proposition X.3. For each semiclassical Fourier integral operator

Ṽ (~) ∈ sc-I−1/2 (M ×M ;F∂Xc), the commutator
[
Q̂(~), Ṽ (~)

]
is in
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sc-I−3/2 (M ×M ;F∂Xc). Its principal symbol is

σ[ bQ,eV ](x̄, ȳ) =
~

i
LΞQ

V (x̄, ȳ),

where V is the principal symbol of Ṽ , and LΞQ
is the Lie derivative obtained by letting

the Hamilton flow of Q act diagonally on F∂Xc.

Proof. Write the Schwartz kernel of Q̂ in the model case as

K(Q̂)(y, x) =
1

(2π)n

∫
ei(y−x)p/hq(y, p, ~)dp,

where

q(x, p, ~) ∼ q0(x, p) + ~q1(x, p) + . . . ,

and the Schwartz kernel of Ṽ ∈ sc-I−1/2(M ×M ; F∂Xc) as

K(Ṽ )(z, y) =
1

(2π~)n

∫
ei(z

′−y′)ω/~v(z, y, ω, ~)dω,

where

v(z, y, ω, ~) ∼ v0(z, y, ω) + ~v1(z, y, ω) + . . .

The Schwartz kernel of Ṽ ◦ Q̂ is

K(Ṽ ◦ Q̂)(z, x) =
1

(2π~)n

∫
ei~

−1(z′−x′)
[ 1

(2π~)n∫
ei~

−1((y1−x1)p1+(y′−x′)(p′−ω′))v(z, y, ω, ~)q(y, p, ~)dydp
]
dω

Applying the stationary phase method to the amplitude above, one gets

1

(2π~)n

∫
ei~

−1((y1−x1)p1+(y′−x′)(p′−ω′))v(z, y, ω, ~)q(y, p, ~)dydp
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∼ v0(z, x, ω)q0(x, p) − ~
i
∂v0(z,x,ω)

∂x
∂q0(x,p)
∂p

∣∣
p=(0,ω)

− ~
i
v0(z, x, ω)∂q0(x,p)

∂x∂p
∣∣

p=(0,ω)

+~v1(z, x, ω)q0(x, (0, ω)) + ~v0(z, x, ω)q1(x, (0, ω)

(10.2)

The Schwartz kernel of Q̂ ◦ Ṽ can be written as

K(Q̂ ◦ Ṽ )(z, x) =
1

(2π~)n

∫
ei(z

′−x′)ω/~
[ 1

(2π~)n∫
ei~

−1((y1−z1)(−p1)+(y′−z′)(−p′+ω))q(z, p, ~)v(y, x, ω, ~)dpdy
]
dω

Applying stationary phase to the amplitude above, one gets

1

(2π~)n

∫
ei~

−1((y1−z1)(−p1)+(y′−z′)(−p′+ω))q(z, p, ~)v(y, x, ω, ~)dpdy

∼ q0(z, (0, ω))v0(z, x, ω) + ~
i
∂q0(z,p)
∂p

∣∣
p=(0,ω)

∂v0(z,x,ω)
∂z

+~q1(z, (0, ω))v0(z, x, ω) + ~q0(z, (0, ω))v1(z, x, ω)

(10.3)

Therefore, the commutator [Q̂, Ṽ ] has a leading amplitude

v0(z, x, ω) (q0(z, (0, ω) − q0(x, (0, ω))) .

This vanishes at x′ = z′ which corresponds the flow-out. Therefore [Q̂, Ṽ ] ∈ sc-I−3/2(M×

M ; F∂Xc). In order to compute the principal symbol there, we notice that

q0(z, (0, ω) − q0(x, (0, ω)) = (z′ − x′)d(z, x, ω),

where

d(z, x, ω)∣∣
x′=z′

=
∂q0
∂x′

(x, (0, ω))∣∣
x′=z′

.

Therefore

1

(2π~)n

∫
ei(z

′−x′)ω/~ (q0(z, (0, ω) − q0(x, (0, ω))) v0(z, x, ω)dω
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=
−~

i(2π~)n

∫
ei(z

′−x′)ω/~
n−1∑

j=1

∂

∂ωj
(d(z, x, ω)v0(z, x, ω)) dω (10.4)

The principal symbol of [Q̂, Ṽ ] in sc-I−3/2(M×M ; F∂Xc) can be then computed

taking all the contributions from equations (10.2), (10.3) and (10.2). Since q0(x, p) is

constant along the orbits, then

∂2q0(x, p)

∂xj∂pj
∣∣
p=(0,ω)

=
∂2q0(z, p)

∂xj∂pj
∣∣

x′=z′
p=(0,ω)

, for any j ≥ 2

Since {Q,P} vanishes at second order on ∂Xc, then ∂2q0(x,p)
∂x1∂x1

∣∣
p1=0

= 0. Assuming all

these conditions, and the fact that the subprincipal symbol

Sub Q̂(x, p) = q1(x, p) −
1

2i

n∑

j=1

∂2

∂xj∂p1
∣∣
p=(0,ω)

= 0

vanishes on ∂Xc, the principal symbol of the commutator reduces to

∂q0(z, p)

∂p
∣∣

x′=z′
p=(0,ω)

∂v0(z, x, ω)

∂z
∣∣
x′=z′

+
∂q0(x, p)

∂p
∣∣

x′=z′
p=(0,ω)

∂v0(z, x, ω)

∂x
∣∣
x′=z′

−
n∑

j=2

∂q0(x, p)

∂xj
∣∣

x′=z′
p=(0,ω)

∂v0(z, x, ω)

∂ω
∣∣
x′=z′

,

which can be checked to be the Lie derivative of V with respect to the Hamiltonian

field ΞQ.

Notice that there is a way to define classes J ℓ,m for a general pair of admissible

Lagrangian submanifolds that intersect cleanly (see [GU81, MU79]), and not only for

the diagonal and the flow-out of ∂Xc. The main result of this section is the following:

Theorem X.4. Suppose Q̂ is a zeroth-order semiclassical pseudodifferential operator

whose principal symbol satisfies the conditions of Lemma X.1. Assume subQ̂(~) = 0.
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Then

Πe−it~
−1Π bQΠΠ ∈ J−1/2,1/2 (M ×M ; ∆(t),F∂Xc(t)) ,

where

∆(t) =
{

(x, y)
∣∣x, y ∈ T ∗(M ×M), x = ΦQ

t (y)
}

(10.5)

F∂Xc(t) =
{

(x, y)
∣∣x, y ∈ ∂Xc, ∃s ∈ R such that x = ΦP

s ΦQ
t (y)

}
(10.6)

Remark X.5. In this statement t is a parameter, but we could also consider t as a

variable (in which case the kernel of the operator would be a family of functions on

R ×M ×M). Also, the symbols of Πe−it~
−1Π bQΠ can easily be computed.

Proof. Let us define the following operator:

W (t) := Πe−it~
−1Π bQΠ eit~

−1
bQ. (10.7)

We first prove the following:

Lemma X.6. W (t) ∈ J−1/2,1/2 (M ×M ; ∆,F∂Xc), and the principal symbol in the

diagonal is σ0 = χXc .

Proof. Let us define Dt = 1
i
∂
∂t

. W (t) satisfies the following equation





~DtW (t) +
[
Q̂,W (t)

]
+
[
Π, Q̂

]
W (t) = 0

W∣∣
t=0

= Π

(10.8)

Similarly to the proof of Lemma IX.8, using the symbol calculus we will construct

a sequence of approximate solutions of equation (10.8). This construction makes the

right-hand side of order O(~∞), and an application of Duhamel’s principle concludes

the proof.
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As a first approximation we take W̃0 = Π. This is a sensible choice since

~2S̃2 := ~DtW̃0+
[
Q̂, W̃0

]
+
[
Π, Q̂

]
W̃0 = −

[
Π, Q̂

]
(I−Π) ∈ sc-I−5/2 (M ×M ;F∂Xc) ,

by Proposition IX.11.

We now modify W̃0 by elements in I(M ×M ;F∂Xc) to lower the order of the

remainder. It is easy to see that the symbol of the correction term is the solution to

the problem 



∂V1(x̄,ȳ,t)
∂t

+ LΞQ
V1(x̄, ȳ, t) = −iS2,

V1
∣∣
t=0

= 0

where S1 is the principal symbol of S̃1 ∈ sc-I−1/2(M ×M ;F∂Xc). The solution is

V1(x̄, ȳ, t) = −i
t∫

0

e−(t−s)LΞQS2(x̄, ȳ, s)ds.

Let Ṽ1 ∈ sc-I−1/2(M ×M ;F∂Xc) be an operator with this as symbol, and let W̃1 =

W̃0 + ~Ṽ1.

Since
[
Π, Q̂

]
∈ sc-I−5/2(M ×M ;F∂Xc) by Proposition IX.11, we get

~3S̃3 := ~DtW̃1 +
[
Q̂, W̃1

]
+
[
Π, Q̂

]
W̃1 ∈ I−7/2(M ×M ;F∂Xc)

Proceeding inductively in this fashion, we obtain an infinite sequence {Ṽj} such

that for all J

~Dt

(
W̃0 +

J∑

j=1

~jṼj

)
+

[
Q̂, W̃0 +

J∑

j=1

~jṼj

]
+
[
Π, Q̂

](
W̃0 +

J∑

j=1

~jṼj

)

= ~J+2S̃J+2 ∈ I−5/2−J(M ×M ;F∂Xc).
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Next we take an operator Ṽ ∈ sc-I−1/2 (M ×M ;F∂Xc) such that Ṽ ∼
∑∞

j=1 ~jṼj,

and define W̃ = W̃0 + Ṽ .

Going back to the proof of the theorem, notice that

Πe−it~
−1Π bQΠ = W (t)e−itN

bQ.

The Lagrangian ∆(t) intersects ∆ and F∂Xc transversally. Using a variation of the

Proposition 4.1 in [GU81], we conclude that composing elements in J−1/2,1/2(M ×

M ; ∆,F∂Xc) with e−it~
−1

bQ gives elements in J−1/2,1/2(M ×M ; ∆(t),F∂Xc(t)).

10.3 An Egorov-type Theorem

We can easily prove the following corollary.

Corollary X.7. Let Q̂ be a zeroth order semiclassical pseudodifferential operator

satisfying the conditions of Lemma X.1, and the Levi condition. Then for any zeroth

order semiclassical pseudodifferential operator Â(~), we have

B̃(t) := eit~
−1Π bQΠΠÂΠe−it~

−1Π bQΠ ∈ J−1/2,1/2 (M ×M,∆,F∂Xc) ,

with the following principal symbols:

σ0(B̃(t))(x, x) = χXc(x)
(
a ◦ ΦQ

t (x)
)

for (x, x) ∈ ∆ \ Σ, and

σ1(B̃(t))∣∣
Fs

= ΠFsM(a◦ΦQ
t )|Fs

ΠFs ,

where a is the principal symbol of Â, ΦQ
t the Hamilton flow of Q, Fs is an orbit in

∂Xc, and ΠFs is the Szegö projector of Fs.
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Proof. Let us consider W (t) as in equation (10.7). Notice that

B̃(t) = eit~
−1Π bQΠΠÂΠe−itNΠ bQΠ = W (−t)eit bQÂe−it

bQW (−t)∗,

which proves it belongs to the algebra. Since eit~
−1

bQÂe−it~
−1

bQ is a semiclassical pseu-

dodifferential operator with symbol a◦ΦQ
t , the symbol on the diagonal can be trivially

obtained. To compute the symbol on the flow-out, we note that the principal symbols

of W are exactly those of Π and we use Proposition VI.7:

σ1(B̃(t))(y = ΦP
s (x), x) =

1√
2π

∫
σ1 (W (−t)) (y,ΦP

s̃ (x))σ1

(
eit

bQÂe−it
bQW (−t)∗

)
(ΦP

s̃ (x), x)ds̃

=
1√
2π

∫
1√
2π

1

1 − ei(s−s̃)
a(ΦQ

t ΦP
s̃ (x))

1√
2π

1

1 − eis̃
ds̃.

As a pseudodifferential operator on the fibers, this is ΠFsM(a◦ΦQ
t )|Fs

ΠFs.

10.4 Conclusions

The goal in this chapter is the study of some singular propagators. We provided a

symbolic description of the singular propagator Πe−i~
−1Π bQΠ in cases when the princi-

pal symbol Q of Q̂ preserves the region Xc. An Egorov-type theorem was also proved.
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CHAPTER XI

A numerical study of propagation

Let Q̂ be a zeroth order semiclassical pseudodifferential operator with symbol

Q. It is well-known that, if ψ(x0,p0) is a coherent state with center at (x0, p0),

then e−it~
−1

bQ(ψ(x0,p0)) is a coherent state (appropriately “squeezed”) with center at

ΦQ
t (x0, p0), where ΦQ is the Hamilton flow of Q. If the flow ΦQ preserves Xc and

the center (x0, p0) is in the interior of Xc, then the same conclusion holds for the

propagation e−it~
−1Π bQΠ(ψ(x0,p0)) of the coherent state by ΠQ̂Π, as the trajectory of

the center will remain away from the boundary ∂Xc and everything is as if we were

in the boundaryless case.

In this section we present results of a numerical calculation of e−it~
−1Π bQΠ(ψ(x0,p0))

in an example where the Hamilton flow of Q does not preserve Xc, that is, trajectories

of ΦQ cross the boundary ∂Xc.

11.1 Numerical results for the Harmonic oscillator in Bargmann

space

We consider the Harmonic oscillator P̂ = 1
2
(x2−~2∂2

x) in R1, and the corresponding

projector Π onto the span of its eigenfunctions of with eigenvalues less than or equal

to one. We take Q = x2 − p2, and Q̂ the obvious quantization of Q. Figure 11.1

shows some energy levels of Q. Notice that the energy levels cross the boundary of
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Xc = {x2 + p2 ≤ 2}. The operators consider in the previous chapter have principal

symbol that preserve Xc and the energy levels of those principal symbols do not cross

∂Xc.

−1.5 −1 −0.5 0 0.5 1 1.5

−1.5

−1

−0.5

0

0.5

1

1.5

Figure 11.1: Energy levels of Q and the boundary ∂Xc = {P = 1}.

We now take a coherent state centered inside the interior of Xc, and numerically

compute its propagation under ΠQ̂Π. We do the calculation in Bargmann space, for

symplicity.

We recall that the Bargmann space is defined as the Hilbert space

B =

{
f : C → C : f entire and

∫
|f(z)|2 e− |z|2

~ dmz <∞
}
,

where dmz = dxdp and z = x−ip√
2

, with the Hermitian inner product

〈f, g〉 =

∫
f(z)g(z)e−

zz
~ dmz.

The Harmonic oscillator in Bargmann space is given by

P̂ = ~z
∂

∂z
+

~

2
,
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with principal symbol P (z, z) = zz and eigenbasis

{
bn =

zn√
~nn!

}

n∈N∪{0}
, P̂ bn = ~

(
n+

1

2

)
bn = λnbn.

The quantization of Q = x2 − p2 in Bargmann space is the operator Q̂ = ~2 ∂2

∂z2
+ z2.

Applying Q̂ to the eigenbasis, we get

Q̂(bn) = ~
√
n(n− 1)bn−2 + ~

√
(n+ 1)(n+ 2)bn+2,

which gives a “generalized” Toeplitz matrix for ΠNQ̂ΠN for each positive integer N ,

where ~ = 1
N

. The (normalized) coherent state in Bargmann space, with center at w,

is given by the simple formula

Ψw(z) = e
zw
~ e−

ww
2~ .

We apply the propagator e−it~
−1ΠN

bQΠN to the projected coherent state

Ψw(z,N) = ΠNΨw(z) =
N∑

n=0

wn√
n!~n

e−
ww
2~ bn.

In Bargmann space, we measure the concentration in phase space of any semiclas-

sical family ψ by taking the absolute value of the family times the square root of the

Bargmann weight, namely, by forming the Husimi density:

|ψ|H(z) := |ψ(z)| e−zz/2~.

We took as initial data a projected coherent state with center at w = −0.25 − 0.6i,

which corresponds to (x, p) =
√

2 (−0.25, 0.6). Figure 11.2 consists of plots of the

Husimi density in the z variable of the initial projected coherent state, its propagation

at t = 0.25 (approximately when the center of the coherent state hits the boundary),
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and at time t = 0.5. We observe that after the collision time the coherent state

splits into two localized states with centers on inward trajectories and with the same

initial energy. Here we took N = 100. The splitting happens immediately after the

Figure 11.2:
A coherent state is propagated by e−itNΠN Q̂ΠN (Q = x2 − p2) at time t = 0
(left), t = .25 (middle) and t = 0.5 (right). The contour plots of the Husimi
densities at each time and of Q are also given (bottom).

center collides with the boundary; thus one can speak of infinite-propagation speed

along the boundary. Note that the evolution is time-reversible, so that in some cases

the opposite phenomenon will occur, namely, two localized states with same classical

energy will hit the boundary at the same time and combine into one.

11.2 The cylinder case: T ∗S1

Consider S1, and the cylinder T ∗S1 as its cotangent bundle. Let us define the

operator P̂ = ~Dθ, Dθ = 1
i
∂
∂θ

, with principal symbol P (x, p) = p. Suppose we make

the symplectic cut from p = 0 to p = 1 in the momentum variable p. On the classical
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side, it corresponds to the region

Xc =
{
(x, p) ∈ T ∗S1 ; p ∈ [0, 1]

}
.

On the quantum side, it corresponds in the Hilbert space L2 (S1) = span{ eikθ
√

2π
}k∈Z to

the image of the projector

ΠN : L2
(
S1
)
−→ HN , where HN := span

{
eikθ√
2π

}

0≤k≤N
,

and ~ = 1
N

is the Planck’s constant. As it was shown in Chapter IX, this projector

belongs to the algebra J−1/2,1/2(S1 × S1; ∆,F∂Xc).

Let us consider a “coherent state” uN centered at a point on the cotangent bundle

X = T ∗S1 and project it into HN . Let Q̂ be a zeroth order semiclassical pseudod-

ifferential operator acting on smooth half-densities defined on S1. As discussed in

previous chapters, if Q̂ commutes with Π, the symbol of Q is constant on the bound-

ary of Xc. Classically, the propagated particle does not cross the boundary of Xc. The

right-hand side of Figure 11.3 shows the energy levels in the reduced space Xcut/ ∼,

and we observe that they do not cross the poles.

Hamiltonian on S^2

0 θ 2 π

p=1

go to the poles
The top and bottom lines

The identification induces a 

p=1/2

S^1 x [−1,1]

Q=p

p=0

.

.

Figure 11.3: Examples of Hamiltonians that commute with the projector ΠN

When the operator Q̂ does not commute with the projector Π, the principal symbol
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of Q may not be constant in the boundary ∂Xc. In such a case, the energy levels of

Q may cross the boundary, and the induced Hamiltonian on Xc/ ∼ becomes singular

at the poles, as shown in Figure 11.4. The question of how to solve the Hamilton

equations of a singular Hamiltonian arises. Our intuition indicates that a propagated

coherent state passing through one pole may choose more than one trajectory to

continue after the collision time. Which trajectory will it choose? Figure 11.4 shows

the induced Hamiltonian when Q = −(2p− 1) cos(θ).

singular Hamiltonian on S^2

.

.
S^1 x [−1,1]

The top and bottom
lines go to the poles

The identification induces a

π0 θ

p=1

Q=−(2 p−1) cos( )

p=0

p=1/2

θ .

.
Figure 11.4: Examples of Hamiltonians no commuting with the projector Π. The

identification induces a singular Hamiltonian where more than one clas-
sical trajectory may intersect at the poles.

11.2.1 Numerical discretization

In this section we describe the numerical scheme used to get the results we referred

to above. Let Q(θ, p) be a Hamiltonian defined on T ∗S1 ∼= S1 × R, which can be

identified with a 2π-periodic function in the θ variable. So, Q(θ, p) can be written in

the form

Q(θ, p) =
∑

n

an(p)e
inθ =

∑
Qn(θ, p), Qn(θ, p) = an(p)e

inθ.
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The Weyl quantization of Qn is given by

OpW~ Qn(u) (θ, ~) =
1

2π~

∫
ei~

−1(θ−α)pan(p)e
in
2
(θ+α)u(α)dαdp

= ei
n
2
θ 1

2π~

∫
ei~

−1(θ−α)pan(p)
(
ei

n
2
αu(α)

)
dαdp = ei

n
2
θaWn (~Dθ)

(
ei

n
2
θu(θ)

)
.

Moreover, we can compute the Fourier coefficient of each OpW~ Qn(u) as

〈
OpW~ (Qn) (u)(θ, ~),

eimθ√
2π

〉

L2(S1)

=
1√
2π

2π∫

0

aWn (~Dθ)
(
ei

n
2
θu(θ)

)
e−i(m−n

2 )θdθ

=
1√
2π

〈ein
2
θu(θ), āWn (~D)

(
ei(m−n

2 )θ
)
〉L2(S1).

Assume for simplicity that aWn (~D) is a differential operator. Then an is a polynomial

in p, and

āWn (~D)
(
ei(m−n

2 )θ
)

= ān

(
~
(
m− n

2

))
ei(m−n

2 )θ.

Therefore

〈
OpW~ (Qn) (u)(θ, ~),

eimθ√
2π

〉

L2(S1)

=
1√
2π

2π∫

0

ei
n
2
θu(θ)an

(
~(m− n

2
)
)
e−i(m−n

2
)θdθ

= an

(
~(m− n

2
)
) 2π∫

0

u(θ)
e−i(m−n)θ

√
2π

dθ = an

(
~
(
m− n

2

))
um−n,

where u(θ) =
∑

k uk
eikθ√

2π
. Then, the N + 1 by N + 1 matrix associated to ΠNQ̂nΠN

is given by

TN =

(
am−k

(
1

N

(
m+ k

2

)))N

m,k=0

. (11.1)

Now consider a delta function δeiα , whose microsupport is given by the vertical line
{
(α, p)

∣∣p ∈ R
}
. As a result, the projected delta functions ΠNδeiα have microsupport
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{
(α, p)

∣∣0 ≤ p ≤ 1
}
, and

〈
δeiα ,

eikθ√
2π

〉

L2(S1)

=

∫
δeiα

e−ikθ√
2π
dθ =

1√
2π
e−ikα.

Therefore

ΠN (δeiα) =
N∑

k=0

1√
2π
e−ikα

1√
2π
eikθ.

One discretizes the interval [0, 2π] with a grid of size N + 1, and ignore the last

entry due to periodicity. So consider αm = 2πm
N+1

, 0 ≤ m ≤ N . The change of variables

matrix from
{
eikθ√

2π

}N
k=0

to {ΠNδeiαm}Nm=0 is given by the matrix

FN = (FN(k,m))Nm,k=0 =

(
1√
2π
e−i

2πmk
N+1

)N

k,m=0

,

i.e, ΠNδeiαk = FN · ΠN
eikθ√

2π
. As a result, we can express the projected eigenfunctions

ΠN
eikθ√

2π
in terms of the projected Dirac deltas ΠN

eikθ√
2π

= F−1
N · ΠNδeiαk .

Remark XI.1. The matrix FN is known as the Discrete Fourier Transform.

11.2.2 Numerical frequency set and numerical coherent states

A family of projected vector functions uN on the subspace HN = span
{
eikθ√

2π

}N
k=0

is represented by an N + 1-dimensional vector fN depending on ~ = 1
N

. The entries

of fN are the Fourier coefficients. Then, F−1
N fN are the coefficients when the family

of projected functions are expressed in terms of the projected delta functions. The

propagation of uN by TN = ΠNQ̂NΠN is represented by the vector e−itNTNfN , where

TN is the N + 1 by N + 1 matrix defined as in 11.1.

The frequency set of a family of projected functions is found numerically as follows.

We recall that the eigenfunctions 1√
2π
eikθ have microsupport at the level p = ~k =

k
N

, and the projected dirac deltas ΠNδeiαm at
{
(θ = αm, p)

∣∣0 ≤ p ≤ 1
}
. With this

principle in mind, we conclude that for any family of projected ~-dependent functions
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fN , the k-th entry gives an indication of the concentration of the family at p = k
N

,

and the m-th entry of the vector gN = F−1
N fN gives the concentration at the vertical

line passing trough αm. Thus, the product |fN,k|2 |gN,m|2 provides the concentration

of the semiclassical projected family at the point
(
θ = αm, p = k

N

)
in phase space,

where 0 ≤ k,m ≤ N .

We use the following family of function as a coherent state:

uN =
N∑

m=0

e−|αm−αm0 |3/2
N1/2

ΠN

(
δeiαmeik0θ

)
,

This coherent state has center at
(
θ0 = αm0 , p0 = k0

N

)
, 0 ≤ k0, m0 ≤ N , and corre-

sponds to the vector whose k-th entry is

N∑

m=0

e−|αm−αm0 |3/2
N1/2 1√

2π
e−(k−k0)αm0 .

11.2.3 Numerical results in the cylinder case

We consider the propagation under the singular operator e−itNΠN
bQNΠN , where Q̂

is the Weyl quantization of the Hamiltonian

Q = −(2p− 1) cos(θ).

This operator does not commute with the projection ΠN as it does not leave the sub-

space HN invariant. Figure 11.5 shows the concentration of the propagated coherent

state at different times (top) together with a top view (bottom). The center of the

coherent state is (α = 1.8π, p = 0.8). We observe that after the collision time, the

center of the coherent state jumps to another point in the boundary, and takes an

inward curve with the same energy.
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Figure 11.5:
A coherent state concentrated at (α = 1.8π, p = 0.8) is propagated by

e−it~
−1ΠN

bQΠN (Q = −(2p − 1) cos(θ)) at time t = 0 (left), t = .353
(middle) and t = 0.706 (right).

11.3 Conclusions

The goal in the last chapter is the numerical study of singular propagators that are

not covered theoretically in the previous chapter. We did numerical analysis on the

propagation of coherent states under the present propagators. We first considered

the case M = R1 and used the Bargmann space for simplicity. We observed that

the center of the coherent state may split into more than one as it approaches the

boundary ∂Xc. A similar analysis was done for the case M = S1. Here we described

how we measured the frequency set of projected functions in a numerical way using

the discrete Fourier transform. We observed the same numerical phenomena in both

cases.
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APPENDIX A

Eigenvectors for the Reduced System (3.15)

Eigenvectors in Different Formulations

The eigenvectors of different formulations of the hyperbolic system (3.6) are re-

lated through the Jacobian matrix of the nonlinear transformation between the re-

spective sets of the dependent variables. Here, we obtain the eigenvectors of (3.15)

by an equivalent but more direct calculation.

We first note that across the kth simple wave, δW ∼ rk, where δ denotes the

total differential. This implies, for example that across a 1-wave, a small change

in the density, δρ̃, is accompanied by a (u − c)δρ̃ change in the momentum, ρ̃u,

and a (h − uc)δρ̃ change in the energy Ẽ. Alternatively, across a 1-wave, using the

eigenvectors for the primitive formulation (3.7), a small change in the density δρ

is accompanied by a small change in velocity δu = −(c/ρ)δρ and a small change in

pressure δp = c2δρ, but no change in porosity δφ = 0. A similar interpretation applies

to the other waves.

To obtain rNC1 for the nonconservative set of variablesWNC = (ρ̃, η, Ẽ), we observe

that

δρ̃ = δφρ = φδρ+ ρδφ = φδρ
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and using logarithmic differentiation of η = pρ−γ we get

δη

η
=
δp

p
− γ

δρ

ρ
=
c2δρ

p
− γ

δρ

ρ
≡ 0

implying that a 1-wave does not carry any changes in entropy. The first eigenvector

for the nonconservative formulation (3.15) is therefore rNC1 = (1, 0, h − uc). The

calculation for the 3-wave is practically identical. For the 2-wave, a similar calculation

gives

δη

η
=
δp

p
− γ

δρ

ρ
= −γ δρ

ρ
= −γ δρ̃

ρ̃

implying that across a 2-wave

δη = −γη
ρ̃
δρ̃.

Combining results together, we obtain

RC =




1 1 1

u− c u u+ c

h− uc 1
2
u2 h+ uc




RNC =




1 1 1

0 −γη
ρ̃

0

h− uc 1
2
u2 h + uc




The wave strengths αk are obtained as follows. Away from the porosity jump, the

wave strengths for the conservative formulation are given by the familiar expressions

αC1 =
δp̃− ρ̃c δu

2c2
, αC2 =

c2δρ̃− δp̃

c2
, αC3 =

δp̃+ ρ̃cδu

2c2

Near the interface, we express the wave strengths in terms of the Riemann invari-

ants ρ̃u, η and h. This guarantees the preservation of interface data.
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ANCδWNC =




δ (ρ̃u)

uδη

δ (ρ̃uh)




=




δ (ρ̃u)

uδη

ρ̃uδh + hδρ̃u




=
∑

αkλkr
NC
k

A simple calculation gives

z1 = α1λ1 =
1

2
δ (ρ̃u) +

p̃ (c+ (γ − 1)u)

2(γ − 1) ηc2
δη − ρ̃

2c
δh

z2 = α2λ2 = − p̃

ηc2
uδη

z3 = α3λ3 =
1

2
δ (ρ̃u) − p̃ (c− (γ − 1)u)

2(γ − 1) ηc2
δη +

ρ̃

2c
δh,

as desired.

The eigenvectors for both the conservative and non-conservative formulation for

the full system (3.19) and (3.20) are obtain in an analogous way, and are given in

section 3.4.
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APPENDIX B

Lagrangian Distributions and Fourier Integral

Operators

Lagrangian Distributions and Phase Functions

Here we review briefly the notion of Lagrangian distributions and their principal

symbols. See [Dui96, Hör85] for all the details.

Let D′(X) be the set of distributions on X, X open in Rn, and let u ∈ D′.

According to the Paley-Wiener theorem, u is C∞ in a neighborhood of x ∈ X (x /∈

sing suppu) if and only if there exists ϕ ∈ C∞
0 such that ϕ(x) 6= 0 and

F(ϕu)(ξ) = O(|ξ|−N) for |ξ| → ∞, and all N,

where F is the (non semiclassical) Fourier transform

F(u)(ξ) = û(ξ) :=
1

(2π)n/2

∫
e−ixξu(x)dx.

The singular support (sing suppu) describes where the distribution has singulari-

ties. The wave front set describes the “position and direction” of the singularities in
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phase space.

Definition B.1. If u ∈ D′(X), then the wave front set WF (u) of u is defined as the

complement in X × (Rn \ {0}) of the collection of all (x0, ξ0) ∈ X × (Rn \ {0}) such

that for some neighborhood U of x0, V of ξ0 we have that for ϕ ∈ C∞
0 (U) and each

N ,

F(ϕu)(τξ) = O(τ−N) for τ → ∞, uniformly in ξ ∈ V.

Definition B.2. Let V be a conic manifold, µ, ρ ∈ R, 0 ≤ ρ ≤ 1. A symbol on V of

order µ and type ρ is a function a ∈ C∞(V ) such that

τ ∗(Lk · . . . · L1a) = O(τµ−kρ) for τ → ∞,

locally uniformly in V and for all C∞ vector fields L1, . . . , Lk in V that are homoge-

neous of order −1. Here τ ∗f(v) = f(τv) for v ∈ V . The space of these symbols is

denoted by Sµρ (V ).

A real function φ ∈ C∞ (X × RN \ {0}
)

is called a phase function if it is homo-

geneous of degree 1 (φ(x, τθ) = τφ(x, θ)), and dx,θφ(x, θ) 6= 0 for all (x, θ) ∈ X × RN

(i.e. φ has no critical points). The integral

Iφ(au) =

∫ ∫
eiφ(x,θ)a(x, θ)u(x)dxdθ, u ∈ C∞

0 (X),

is absolutely convergent if a ∈ Sµρ (X × RN ), and µ + N < 0. The mapping u →

Iφ(au) is continuous on C0
0(X) and therefore defines a distribution of order zero. The

following is a series of theorems from [Dui96] that summarizes the theory behind

Lagrangian distributions.

Theorem Suppose ρ > 0. Then the mapping a → Iφ(au), defined for symbols a that

vanish for large |θ|, can for every u ∈ C∞
0 (X) be extended to S∞

ρ (X × RN ) such that

is continuous on Sµρ (X × RN) for every µ. Moreover, for every a ∈ Sµρ (X × RN) the
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linear form A : u→ Iφ(au) is a distribution of order k is µ− kρ+N < 0.

Theorem Let a ∈ Smρ , ρ > 0 and φ as above. Then

WF (A) ⊂
{
(x, dxφ(x, θ)) ∈ T ∗(X)

∣∣ (x, θ) ∈ ess-supp(a), dθφ(x, θ) = 0
}
.

Here ess-supp(a) is defined as the smallest conic subset of X × RN \ {0} outside of

which a is of class S−∞.

Definition B.3. A symbol a ∈ Sm is called classical if it has an asymptotic expansion

a ∼ am + am−1 + . . . ,

where each aj is an homogeneous symbol of degree j, smooth at X × RN \ 0.

Definition B.4. Let Γ be a cone in X × RN \ {0}. The phase function φ is called

nondegenerate on Γ if

dθφ(x, θ) = 0, (x, θ) ∈ Γ

implies that d(x,θ)
∂φ(x,θ)
∂θj

are linearly independent for j = 1, . . . , N .

Lemma If φ is a non-degenerate phase function, then

T (φ) : (x, θ) 7→ (x, dxφ(x, θ))

is an immersion: Cφ → T ∗(X) \ 0, commuting with the multiplication with positive

numbers in the fibers. So its image Λφ is an immersed n-dimensional conic subman-

ifold of T ∗(X) \ 0.

Theorem Suppose φ(x, θ) and φ̃(x, θ̃) are nondegenerate phase functions at (x, θ0) ∈

X ×RN \ {0} and at (x0, θ̃0) ∈ X ×RÑ \ {0}, respectively. Let Γ and Γ̃ be open conic

neighborhoods of (x0, θ0) and (x0, θ̃0) such that Tφ : Cφ → Λφ and Tφ̃ : Cφ̃ → Γφ̃

are injective, respectively. If Λφ = Λφ̃, then for any Fourier integral A, defined for

195



the phase function φ and amplitude s ∈ Sµρ (X × RN), ρ > 1/2, with ess-supp (a)

contained in a sifficiently small conic neighborhood of (x0, θ0), is equal to a Fourier

integral defined by the phase function φ̃ and an amplitude ã ∈ S
µ+ 1

2
(N−Ñ)

ρ (X ×RÑ ).

Lagrangian distributions can be invariantly defined on C∞ manifolds M , and

the class is denoted by Im(M ; Λ), where Λ ⊂ T ∗M \ {0} is a Lagrangian conic

submanifold, and m is the order. Elements in the class Im(M ; Λ) are locally sums of

Fourier integrals with phase functions defining the Lagrangian submanifold Λ. The

theorem above says that changing to a different phase function defining the same

Lagrangian manifold gives the same class, changing the amplitude. Even though

the amplitude changes if we impose a change of coordinates, the principal symbol of

the operator stays invariant. Due to technicalities, the principal symbol has to be

interpreted as a half-density on the Lagrangian manifold Λ tensored with a Maslov

bundle.

The Principal Symbol

The following is Proposition 25.1.5 from [Hör85].

Proposition Let φ(x, θ) be a non-degenerate phase function on an open conic neigh-

borhood of (x0, θ0) ∈ Rn× (RN \ 0) wich parametrizes the Lagrangian manifold Λ in a

neighborhood of (x0, ξ0), ξ0 = φ′
x(x0, θ0), φ

′
θ(x0, θ0) = 0. If a ∈ Sm+(n−2N)/4(Rn×RN )

has support in the interior of a sufficiently small conic neighborhood Γ of (x0, θ0),

then the oscillatory integral

u(x) = (2π)−(n+2N)/4

∫
eφ(x,θ)a(x, θ)dθ

defines a distribution u ∈ Im(Rn,Λ). If Λ = {H ′(ξ), ξ} where H is a real valued

function in C∞(Rn \ 0), homogeneous of degree 1, then eiH(ξ)û(ξ) =: (2π)n/4v(ξ) ∈
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Sm−n/4, and (for |ξ| > 1)

eiH(ξ)û(ξ) − (2π)n/4a(x, θ)eπi/4sign(Φ)|detΦ|−1/2 ∈ Sm−n/4−1, (B.1)

where (x, θ) is determined by φ′
θ(x, θ) = 0, φ′

x(x, θ) = ξ, and

Φ =



φ′′
xx φ′′

xθ

φ′′
θx φ′′

θθ




We will show that the second term in equation (B.1), interpreted as as a 1/2-

density on Λ, is independent of coordinates when we tensor it with a Maslov bundle

of Λ. This will be true even if we change the amplitude and phase function for the

same distribution, as in the proposition above.

For an open subset U ⊂ Rk, and W : U → RN , u → ω, U ⊂ Rk smooth, assume

that zero is a regular value. Then W−1(0) has a natural 1-density on it, namely the

quotient of |dz| in RN by dω in Rk. That is, let {e1, . . . , ek−N} be a basis of TzW
−1(0).

Let Let {f1, . . . , fN} be vectors in Rk such that {e1, . . . , ek−N , f1, . . . , fN} is a basis

of Rk, then the density on W−1(0) on e1, . . . , ek−N is defined as

|e1, . . . , ek−N , f1, . . . , fN |Rk

|dw(f1), . . . , dw(fN)|RN

.

Definition B.5. If φ is a non-degenerate phase function, denote by Dφ the density

on Cφ defined by the function

Cφ
dθφ

// Λ

Lemma If Λ = {(∇ξ, ξ)}, then Dφ = |dξ|
|detQ| . Hence

v(ξ)|dξ|1/2 ≡ a(x, θ)eπi/4sign(Φ)
√

DφmodS
m+/4−1(Λ,Ω1/2),
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where Ω1/2 is the half-density bundle on Λ.

If we now introduce new coordinates x̃ and transform ũ as a half-density, that is,

ũ(x̃) = |Dx/Dx̃|1/2u(x), then

ũ(x̃) = (2π)−(n+2N)

∫
eiφ̃(x̃)ã(x̃, θ)dθ,

φ̃(x̃, θ) = φ(x, θ), ã(x̃, θ) = |Dx/Dx̃|1/2a(x, θ)

and

ã
√

Dφ̃ = a
√

Dφ,

which proves that the half-density is invariant under change of coordinates. If, in

addition, we change the phase function

u(x) = (2π)−(n+2Ñ)/4

∫
eiφ̃(x,θ̃)ã(x, θ̃)dθ,

then

ã
√

Dφ̃ − eπis/4a
√

Dφ ∈ Sm+n/4−1(Λ,Ω
1/2
Λ ),

in the common domain of definition on Λ, if

s = sgnφ′′
θθ(x, θ) − sgnφ̃′′

θ̃θ̃
(x, θ̃) (B.2)

This provides the definition of the principal symbol.

Definition B.6. For every u ∈ Im(X,Λ), we get a principal symbol in

Sm+n/4(Λ,MΛ ⊗ Ω
1/2
Λ )/Sm+n/4−1(Λ,MΛ ⊗ Ω

1/2
Λ ),

where MΛ is the locally constant (Maslov) line bundle. It is defined by a covering

Λ = ∪Γj of Λ with open cones Γj and transition functions which are just eπis/4, where
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s is given by equation (B.2).

Definition B.7. Consider two C∞ manifolds M1 and M2. Let C be a homogeneous

canonical relation from T ∗M1\0 to T ∗M2\0, which is closed in T ∗(M2×M2)\0, and let

E1, E2 be vector bundles onM1,M2 respectively. Then operators with Schwartz kernel

belonging to Im(M2 × M2, C
′; Ω

1/2
M2×M2

⊗ Hom(E2, E1)) are called Fourier integral

operators of order m from sections of F to sections of E, associated with the canonical

relation C. Here the fiber of the vector bundle Hom(E2, E1) at (x, y) ∈ M2 ×M1

consists of linear maps E2,x → E1,y.

There exists a symbolic calculus that explains when two Fourier integral operators

can be composed, and computes the principal symbol of the composition. See [Hör85]

for more details.
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