# ESTIMATING THE SIZE OF A UNION OF RANDOM SUBSETS OF FIXED CARDINALITY 

M. BAROT AND J. A. DE LA PEÑA

## 1. Introduction and result

1.1. The Problem. Our problem can be simply explained as an urn problem. Suppose that we have an urn with $N$ white balls and repeat the following procedure $s$ times: take $k$ balls out of the urn, color them black and put them back. How many black balls do we expect to find in the urn at the end?

Certainly, the problem may be reformulated in the following easy model. Let $\mathcal{N}$ be a fixed set with $N$ elements and denote by $\mathcal{P}_{k}(\mathcal{N})$ the set of all subsets of $\mathcal{N}$ containing $k$ elements. We ask then for the probability that the union of $s$ elements of $\mathcal{P}_{k}(\mathcal{N})$ contains exactly $i$ elements if each element of $\mathcal{P}_{k}(\mathcal{N})$ has the same probability to be chosen. More precisely, let $\mathcal{S}_{s, k}(\mathcal{N})$ be the set of of all $s$-tuples in $\mathcal{P}_{k}(\mathcal{N})$ and $p$ the uniform probability measure in $\mathcal{S}_{s, k}(\mathcal{N})$. Denote by $\mathbf{X}: \mathcal{S}_{s, k}(\mathcal{N}) \rightarrow \mathbb{N}$ the discrete random variable given by $\mathbf{X}(A)=\left|\bigcup_{i=1}^{s} A_{i}\right|$. In this work, we give an explicit formula for the probability $\mathrm{P}(\mathbf{X}=i)$, the expectation $\mathrm{E}(\mathbf{X})$ and the variance $\mathrm{V}(\mathbf{X})$.

Our motivation for this problem comes from the technique of indirect polls, where each interviewed person is asked to give information about 'friends' instead about her/himself. This technique was originally suggested by Killworth, Johnson, McCarty, Shelley and Bernard in situations where a direct question might well lead to misleading results because of the stigmatizing character of the question as for example 'Are you infected with the AIDS-virus?', see [1] and [2] for details. However, the mathematical model underlying their approach is far more complicated since they do not fix the number of 'friends' about which each person is asked.
1.2. Result. Since $k, s$ and $N$ may vary, we denote by $\mathbf{X}_{s, k, N}$ the corresponding random variable.

Theorem. With the above notation, we have

$$
\begin{gathered}
\mathrm{P}\left(\mathbf{X}_{s, k, N}=i\right)=\frac{\binom{N}{i}}{\binom{N}{k}^{s}} \sum_{\ell=0}^{i-k}(-1)^{\ell}\binom{i}{\ell}\binom{i-\ell}{k}^{s} \\
\mathrm{E}\left(\mathbf{X}_{s, k, N}\right) \\
\mathrm{V}\left(\mathbf{X}_{s, k, N}\right) \\
=N\left(1-\omega_{s, k, N}\right) \quad \text { and } \\
\text { where } \omega_{s, k, N}=\left(1-\frac{k}{N}\right)^{s}
\end{gathered}
$$

The article is organized as follows. In section 2 we proof some technical lemmas about binomial coefficients and in section 3 we proof our theorem. We thankfully acknowledge support from CONACyT.

## 2. Preparing lemmas

Lemma 1. For any natural numbers $k \leq j \leq i$ we have

$$
\sum_{t=i-k}^{i}(-1)^{t-j}\binom{t}{j}\binom{k}{i-t}=(-1)^{i-j}\binom{i-k}{j-k}
$$

Proof. If $k=0$ the result is obvious, and if $k=1$ then we have $\binom{i-1}{j-1}=\binom{i}{j}-\binom{i-1}{j}$, again the result. Assume now that the formula holds for $k$. Then we have

$$
\begin{aligned}
(-1)^{i-j}\binom{i-k-1}{j-k-1}= & (-1)^{i-j}\binom{i-k}{j-k}-(-1)^{i-j}\binom{i-k-1}{j-k} \\
= & \sum_{t=i-k}^{i}(-1)^{t-j}\binom{t}{j}\binom{k}{i-t}+\sum_{t=i-1-k}^{i-1}(-1)^{t-j}\binom{t}{j}\binom{k}{i-1-t} \\
= & (-1)^{i-j}\binom{i}{j}+\sum_{t=i-k}^{i-1}(-1)^{t-j}\binom{t}{j}\left[\binom{k}{i-t}+\binom{k}{i-1-t}\right] \\
& +(-1)^{i-1-k-j}\binom{i-1-k}{j} \\
= & \sum_{t=i-(k+1)}^{i}(-1)^{t-j}\binom{t}{j}\binom{k+1}{i-t}
\end{aligned}
$$

Hence the result follows by induction.
Lemma 2. For any natural numbers $k \leq i$ we have

$$
\sum_{j=i-k}^{i}(-1)^{j-k}\binom{j-1}{k-1}\binom{k}{i-j}= \begin{cases}1 & \text { if } i=k \\ 0 & \text { else }\end{cases}
$$

Proof. If we substitute $\binom{j-1}{k-1}$ by $\binom{j}{k}-\binom{j-1}{k}$ we obtain for the left hand side $\sum_{j=i-k}^{i}(-1)^{j-k}\binom{j}{k}\binom{k}{i-j}-\sum_{j=i-k}^{i}(-1)^{j-k}\binom{j-1}{k}\binom{k}{i-j}$. By Lemma 1, the first summand equals $(-1)^{i-k}\binom{i-k}{0}$, whereas the second summand is zero if $i=k$ and else equals $-(-1)^{(i-1)-k}\binom{(i-1)-k}{0}$. Hence the result follows.

Lemma 3. For any natural number $j \leq N$, we have

$$
\begin{align*}
\sum_{i=j}^{N}(-1)^{i-j} i\binom{N-j}{i-j} & = \begin{cases}0 & \text { for } j \leq N-2, \\
-1 & \text { for } j=N-1, \\
N & \text { for } j=N,\end{cases}  \tag{a}\\
\sum_{i=j}^{N}(-1)^{i-j} i^{2}\binom{N-j}{i-j} & = \begin{cases}0 & \text { for } j \leq N-3, \\
2 & \text { for } j=N-2, \\
1-2 N & \text { for } j=N-1, \\
N^{2} & \text { for } j=N .\end{cases}
\end{align*}
$$

Proof. Set $f_{j, N}(x)=\sum_{i=j}^{N}(-1)^{i-j}\binom{N-j}{i-j} x^{i}$. Observe that $\sum_{i=j}^{N}(-1)^{i-j} i\binom{N-j}{i-j}=$ $\frac{\partial}{\partial x} f_{j, N}(1)$ and that $f_{j, N}(x)=(-1)^{N-j} x^{j}(x-1)^{N-j}$. Thus, part (a) follows straightforward by differentiating $f_{j, N}(x)$ once and (b) follows also easily by differenciating $f_{j, N}(x)$ twice and combining the outcome with the first result.

## 3. Proof

### 3.1. Probability distribution.

Proof. We first express $\mathrm{P}\left(\mathbf{X}_{s, k, N}=i\right)$ as fraction of "good" events over the total number of "possible" events. The latter is simply $\binom{N}{k}^{s}$, so let $\mathrm{N}\left(\mathbf{X}_{s, k, N}=i\right)=$ $\binom{N}{k}^{s} \mathrm{P}\left(\mathbf{X}_{s, k, N}=i\right)$, the number of "good" events. Since there are $\binom{N}{i}$ ways to fix a subset of cardinality $i$ in $P$, we have

$$
\mathrm{N}\left(\mathbf{X}_{s, k, N}=i\right)=\binom{N}{i} n_{s, k}(i)
$$

where $n_{s, k}(i)$ is the number of ways, how $s$ subsets of cardinality $k$, out of a set of cardinality $i$, can be chosen such, that their union is the whole set. For the forthcoming it will be convenient to define

$$
n_{0, k}(i):=(-1)^{i-k}\binom{i-1}{k-1}
$$

since then the following reduction formula holds for all $s \geq 1$

$$
\begin{equation*}
n_{s, k}(i)=\sum_{j=i-k}^{i}\binom{i}{j} n_{s-1, k}(j)\binom{j}{k-i+j} \tag{1}
\end{equation*}
$$

In fact, if $s>1$, the first $s-1$ subsets form a union $U$ of cardinality $j \in\{i-k, \ldots, i\}$ (there are $n_{s-1, k}(j)$ ways to do so) and $\binom{i}{j}$ ways to fix a subset of cardinality $j$ inside a set of cardinality $i$. The last subset must then contain all $i-j$ remaining elements which do not belong to $U$, and the other $k-i+j$ elements may be chosen freely in $U$. In the remaining case, where $s=1$, we observe that $\binom{i}{j}\binom{j}{i-k}=\binom{i}{k}\binom{k}{i-j}$. Therefore, the left hand side equals $\binom{i}{k} \sum_{j=i-k}^{i}(-1)^{j-k}\binom{j-1}{k-1}\binom{k}{i-j}$, so by Lemma 2.2 , it equals 1 if $i=k$ and 0 else, just like $n_{1, k}(i)$.

We now consider the generating function

$$
h_{k, i}(x)=\sum_{s=0}^{\infty} \frac{1}{s!} n_{s, k}(i) x^{s} .
$$

We calculate the formal derivative with respect to $x$ using (1):

$$
\begin{aligned}
\frac{\partial}{\partial x} h_{k, i}(x) & =\sum_{s=1}^{\infty} \frac{s}{s!} n_{s, k}(i) x^{s-1} \\
& =\sum_{s=0}^{\infty} \frac{1}{s!} n_{s+1, k}(i) x^{s} \\
& =\sum_{s=0}^{\infty} \frac{1}{s!} \sum_{j=i-k}^{i}\binom{i}{j} n_{s, k}(j)\binom{j}{k-i+j} x^{s} \\
& =\sum_{s=0}^{\infty}\binom{i}{k} \sum_{j=i-k}^{i}\binom{k}{i-j} \frac{1}{s!} n_{s, k}(j) x^{s} \\
& =\binom{i}{k} \sum_{j=i-k}^{i}\binom{k}{i-j} h_{k, j}(x)
\end{aligned}
$$

In other words, the family $h_{k, i}$ satisfies the following system of equations

$$
\begin{equation*}
\frac{\partial}{\partial x} f_{k, i}(x)=\binom{i}{k} \sum_{j=i-k}^{i}\binom{k}{i-j} f_{k, j}(x) \tag{2}
\end{equation*}
$$

We verify that the functions

$$
g_{k, i}(x)=\sum_{j=k}^{i}(-1)^{i-j}\binom{i}{j} \mathrm{e}^{\binom{j}{k} x}
$$

also satisfy (2). Indeed,

$$
\begin{aligned}
\frac{\partial}{\partial x} g_{k, i}(x) & =\sum_{j=k}^{i}(-1)^{i-j}\binom{i}{j}\binom{j}{k} \mathrm{e}^{\binom{j}{k} x} \\
& =\binom{i}{k} \sum_{j=k}^{i}(-1)^{i-j}\binom{i-k}{j-k} \mathrm{e}^{\binom{j}{k} x} \\
& =\binom{i}{k} \sum_{j=k}^{i} \sum_{t=i-k}^{i}(-1)^{t-j}\binom{t}{j}\binom{k}{i-t} \mathrm{e}^{\binom{j}{k} x} \quad(\text { by Lemma 2.1) } \\
& =\binom{i}{k} \sum_{t=i-k}^{i} \sum_{j=k}^{t}(-1)^{t-j}\binom{t}{j}\binom{k}{i-t} \mathrm{e}^{\binom{j}{k} x} \\
& =\binom{i}{k} \sum_{t=i-k}^{i}\binom{k}{i-t} g_{k, t}(x)
\end{aligned}
$$

It is easy to check that $g_{0,0}(x)=h_{0,0}(x)=\mathrm{e}^{x}$ and $g_{k, 0}(x)=h_{k, 0}(x)=0$ for $k>0$ and that for all $k$ and $i, g_{k, i}(0)=h_{k, i}(0)=n_{0, k}(i)$. Therefore, we get $g_{k, i}=h_{k, i}$ for all $k$ and $i$.

Since

$$
g_{k, i}(x)=\sum_{s=0}^{\infty} \frac{1}{s!} \sum_{j=k}^{i}(-1)^{i-j}\binom{i}{j}\binom{j}{k}^{s} x^{s},
$$

we obtain

$$
n_{s, k}=\sum_{j=k}^{i}(-1)^{i-j}\binom{i}{j}\binom{j}{k}^{s},
$$

hence the result.

### 3.2. Expectation.

Proof. By definition, we have

$$
\mathrm{E}\left(\mathbf{X}_{s, k, N}\right)=\sum_{i=k}^{N} i \mathrm{P}\left(\mathbf{X}_{s, k, N}=i\right)
$$

Define

$$
E(x)=\sum_{s=0}^{\infty} \frac{1}{s!} \mathrm{E}\left(\mathbf{X}_{s, k, N}\right) x^{s}
$$

Then, if we set $x^{\prime}=\frac{x}{\binom{N}{k}}$, we have

$$
\begin{aligned}
E(x) & =\sum_{s=1}^{\infty} \frac{1}{s!} \sum_{i=k}^{N} i \mathrm{P}\left(\mathbf{X}_{s, k, N}=i\right) x^{s} \\
& =\sum_{i=k}^{N} i \sum_{s=1}^{\infty} \frac{1}{s!} \frac{\binom{N}{i}}{\binom{N}{k}} n_{s, k}(i) x^{s} \\
& =\sum_{i=k}^{N} i\binom{N}{i} h_{k, i}\left(x^{\prime}\right) \\
& =\sum_{i=1}^{N} \sum_{j=k}^{i} i\binom{N}{i}(-1)^{i-j}\binom{i}{j} \mathrm{e}^{\binom{j}{k} x^{\prime}} \quad \quad\left(\text { since } h_{k, i}=g_{k, i}\right) \\
& =\sum_{j=k}^{N}\left[\sum_{i=1}^{N}(-1)^{i-j} i\binom{N}{i}\binom{i}{j}\right] \mathrm{e}^{\binom{j}{k} x^{\prime}} \\
& =\sum_{j=k}^{N}\binom{N}{j}\left[\sum_{i=1}^{N}(-1)^{i-j} i\binom{N-j}{i-j}\right] \mathrm{e}^{\binom{j}{k} x^{\prime}} \\
& =-N \mathrm{e}^{\binom{N-1}{k} x^{\prime}}+N \mathrm{e}^{\binom{N}{k} x^{\prime}} \\
& =N\left[-\mathrm{e}^{\left(1-\frac{k}{N}\right) x}+\mathrm{e}^{x}\right] \\
& =N\left[\sum_{s=1}^{\infty} \frac{1}{s!}\left(1-\left(1-\frac{k}{N}\right)^{s}\right) x^{s}\right]
\end{aligned}
$$

Therefore, we have $\mathrm{E}\left(\mathbf{X}_{s, k, N}\right)=N\left(1-\left(1-\frac{k}{N}\right)^{s}\right)$, which completes the proof.

### 3.3. Variance.

Proof. By definition, we have

$$
\begin{aligned}
\mathrm{V}\left(\mathbf{X}_{s, k, N}=i\right) & =\sum_{i=1}^{\infty}\left(i-\mathrm{E}\left(\mathbf{X}_{s, k, N}\right)\right)^{2} \mathrm{P}\left(\mathbf{X}_{s, k, N}=i\right) \\
& =\sum_{i=1}^{\infty} i^{2} \mathrm{P}\left(\mathbf{X}_{s, k, N}=i\right)-\mathrm{E}\left(\mathbf{X}_{s, k, N}\right)^{2}
\end{aligned}
$$

so we define

$$
V(x)=\sum_{s=1}^{\infty} \frac{1}{s!} \sum_{i=1}^{N} i^{2} \mathrm{P}\left(\mathbf{X}_{s, k, N}=i\right) x^{s}
$$

In the following, the first equation follows by the same arguments as in 3.2, whereas the second is due to Lemma 2.3(b). Again, we set $x^{\prime}=\frac{x}{\binom{N}{k}}$.

$$
\begin{aligned}
V(x) & =\sum_{j=k}^{N}\binom{N}{j}\left[\sum_{i=j}^{N}(-1)^{i-j} i^{2}\binom{N-j}{i-j}\right] \mathrm{e}^{\binom{j}{k} x^{\prime}} \\
& =2\binom{N}{N-2} \mathrm{e}^{\binom{N-2}{k} x^{\prime}}+(1-2 N) N \mathrm{e}^{\binom{N-1}{N} x^{\prime}}+N^{2} \mathrm{e}^{\binom{N}{k} x^{\prime}} \\
& =N(N-1) \mathrm{e}^{\left(1-\frac{k}{N}\right)\left(1-\frac{k}{N-1}\right) x}+(1-2 N) N \mathrm{e}^{\left(1-\frac{k}{N}\right) x}+N^{2} \mathrm{e}^{x} \\
& =N\left[\sum_{s=0}^{\infty} \frac{1}{s!}\left((N-1)\left(1-\frac{k}{N}\right)^{s}\left(1-\frac{k}{N-1}\right)^{s}+(1-2 N)\left(1-\frac{k}{N}\right)^{s}+N\right) x^{s}\right]
\end{aligned}
$$

Thus, by comparing coefficients, we obtain the explicit formula for the variance of $\mathbf{X}_{s, k, N}$ as given in our Theorem.
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