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Hemos visto 4 clases de procesos estocasticos.

1.
2.
3.
4.

Cadenas de Markov (tiempo y espacio discretos)
Procesos de renovacion
Procesos de Poisson

Cadenas de Markov a tiempo continuo (y espacio discreto)

Salvo la segunda clase, estdn muy relacionadas y se basan en la
misma idea:

La propiedad de Markov

Interpretacion de la propiedad de Markov:

El futuro es independiente del pasado dado el presente.



Cadenas de Markov

Definicion

Una cadena de Markov con matriz de transicién P y distribucién
inicial 7 es un proceso estocastico (Xj), .y con valores en E tal
que si xp, ...,x1 € E entonces

P(XO =Xy, Xn = Xn) = 7TX0PX07X1 T Panl,Xn'

Definicién

Una cadena de Markov a tiempo continuo con probabilidades
de transicién P;,t > 0 y distribucién inicial m es un proceso
estocastico (X¢),~q con valores en E tal que si xp,...,x, € E'y
0=ty <t <-<t,entonces

IIED()<i'0 = X0y - ath — Xn) — WXOPtlfto(X07X1) tee Ptnftnfl (anlaxn) .



Cadenas de Markov
Definicion
Una cadena de Markov a tiempo continuo con probabilidades
de transicién P;,t > 0 y distribucién inicial m es un proceso
estocastico (X¢),~q con valores en E tal que si xp,...,x, € E'y
0=ty <t <-<t,entonces

P(Xto = X0y - ath — Xn) — 7T-X()Pi.'lft’o(X07 Xl) e Ptnftnfl (anlaxn) .

Resultado
Si N = (N¢, t > 0) es un proceso de Poisson de intensidad A:
II?)(l\ll'l - kla ey Nt = kn) - Pt1—to(X07X1) et Ptn—tn_l(xn—laxn)

n

donde .
e M (AtY™

P =)



Simulacién de cualquier cadena de Markov
Sea P una matriz estocéstica en {1,...,n}:
» Pij>0paral<i,j<n
n
> 21 Pij=1
Sea 7 una distribucién inicial: 7 = (71,...,7,), donde m; >0y

Shym=1

=17 =

Para simular una cadena de Markov con distribucién inicial 7 y
matriz de transicién P se sigue la siguiente idea: utilizamos

Uo, U1, . .. variables uniformes independientes. (Recordemos que
con variables uniformes podemos generar a cualquier variable
aleatoria.)

» Utilizamos Uy para generar a Xy de tal manera que
P(Xo = 1) = .
> Procedemos recursivamente al utilizar a X, y a Up41 para
generar a Xp11: si X, =/, utilizamos a U1 para que
P(Xn+1=J) = Pij.
En otras palabras, X,11 = f(Xp, Unt1) (con la misma funcién para
toda n).



Cadenas de Markov, preguntas fundamentales

Hemos hecho un estudio similar de cadenas de Markov a tiempo
continuo y discreto, enfocandonos en la description a tiempos
grandes de la cadena.

» ; Tiene estados transitorios?

> ;Se absorbe?

» ;Es recurrente?

» ;Hay fenémenos estacionales ? (Periodicidad)

En resumen: jQué le pasa a la cadena en tiempo grandes?

Respuesta: Se absorbe, se escapa a infinito, es recurrente pero no
lo suficiente como para que se observe estabilizacién 6 la
distribucién de la cadena a tiempos grandes se estabiliza.



Cadenas de Markov, Propiedad de Markov

Propiedad de Markov

Si X = (X,,n > 0) es una cadena de Markov con matriz de
transiciéon Py Y, = X,+m, entonces, condicionalmente a X, = i,
Y, es una cadena de Markov con matriz de transiciéon P que
comienza en i y que es independiente de Xy, ..., Xn.

Tiempo de paro
Un tiempo aleatorio T es un tiempo de paro si para toda n € N
existe A, C E™! tal que

{T =n} ={(Xo,...,Xn) € Ap}.

Propiedad de Markov fuerte

Sea X una cadena de Markov con matriz de transicién P. Si

Yn = X74n, entonces (condicionalmentea T=my X,, =i) Y es
una cadena de Markov con matriz de transicion P que comienza en
[y que es independiente de Xp..... X,,.



Cadenas de Markov, Clases de comunicacion

Chapman-Kolmogorov y potencias de la matriz de transicién

Para cadenas de Markov se satisfacen las ecuaciones de
Chapman-Kolmogorov: si P; = P(X, = j[Xo = i) entonces

P = 3PP

Es por esto que la colecciéon numérica (P,J, i,j € E) es la

potencia n de P.

Clases de comunicacién

El espacio de estados de una cadena de Markov se puede
particionar en clases de comunicacién: dos estados i y j se
comunican entre si si existen n >0y m > 0 tal que P >0y
Pi:i > 0. Una cadena de Markov es irreducible si todos los
estados se comunican entre si. Esto es, si hay una séla clase de
comunicacién.



Cadenas de Markov, Transitoriedad y recurrencia

Transitoriedad y recurrencia
Sea x € E. Definamos a la cantidad de visitas al estado x como la

variable aleatoria
o0
V, = E 1x —x.
n=0

Esta variable aleatoria podria tomar el valor infinito. Sin embargo,
un resultado curioso es que si toma el valor infinito con
probabilidad positiva, entonces toma el valor infinito con
probabilidad 1. En caso de que Vj sea infinita con probabilidad 1
bajo P, hablamos de un estado recurrente y en caso contrario de
un estado transitorio.

El conjunto {V, = oo} tiene probabilidad cero (decimos que x es
transitorio) 6 uno (decimos que x es recurrente)



Cadenas de Markov, Transitoriedad y recurrencia

Conjuntos abiertos y cerrados

Sea C un subconjunto del espacio de estados E. Decimos que C es
un conjunto cerrado si para toda y € E \ C, x no conduce a y.
Un conjunto abierto es aquel que no es cerrado.

Criterios Utiles para transitoriedad y recurrencia

» Todos los estados de una clase de comunicacién son
recurrentes o todos son transitorios.

» Una clase abierta es transitoria.
» Una clase cerrada vy finita es recurrente.

» Una cadena irreducible y finita es recurrente.



Cadenas de Markov, Distribuciones Invariantes

Estados positivo recurrentes

Un estado x de una cadena de Markov es positivo recurrente si
Ex(Tx) < co. Denotamos por my a dicha cantidad, a la que nos
referiremos como tiempo medio de recurrencia de x.

Distribuciones invariantes
Una distribucién invariante es un vector renglén 7 que satisface

7T,'>0, Z?T,‘Zl y ZW;P,’JZ?TJ'.
i i



Cadenas de Markov, Distribuciones Invariantes

Caracterizacién de estados positivo recurrentes.

Para una cadena irreducible las siguientes condiciones son
equivalentes.

1. Todos los estados son positivo recurrentes
2. Algun estado es positivo recurrente
3. La cadena admite una distribucién invariante.

En este caso, la distribucién invariante es dnica y asigna a x el
reciproco de su tiempo medio de recurrencia.

Teorema fundamental de convergencia

Si P es la matriz de transicién de una cadena de Markov

irreducible, aperiddica y positivo recurrente y 7 es la Unica
C . n

distribucidn invariante de P entonces Zy !vay — 7ry‘ —0

conforme n — oo.



Cadenas absorbentes

Cadena absorbente

Una cadena absorbente es una cadena de Markov con espacio de
estados finito, que tiene al menos un estado absorbente y que
desde cualquier estado se puede acceder a un estado absorbente.

Los estados de una cadena absorbente los podemos dividir en
no-absorbentes (T, pues son transitorios) y absorbentes (A). Si los
enumeramos del 1 al ny ponemos al final a los absorbentes, la
matriz de transicién tomara la forma

_(Q R
= (6 1)

donde @ es una matriz de tamafio m x m (m < n) en donde se
encuentran las probabilidades de transicién entre estados
no-absorbentes, R es una matriz de tamafio m x n correspondiente
a las probabilidades de transicién de estados no-absorbentes a
absorbentes, mientras que / es la matriz identidad de tamano
(n—m) x (n—m).



Cadenas absorbentes

La matriz fundamental
La matriz | — Q es invertible. Si M = (I — Q)™* entonces

M,,-:/+Q+Q2+Q3+---=E,~<len:j)-
n=0

Si ti =Ei(3>°720 1x,eT) entonces
t = MI1.
Si B;j = IPi(XT = j) entonces

B = MR.



Procesos de renovacién

Proceso de contéo

Un proceso de contéo es un proceso con trayectorias constantes
por pedazos N que comienza en cero, toma valores enteros y va
incrementando de uno en uno en los instantes T; < T; < - - -

Sea T0:0y5,-: T,'* i—1-

La sucesién S serd la sucesion de tiempos de vida, la sucesiéon T
la de tiempos de renovacion y la sucesion N sera el proceso de
contéo asociado.

Proceso de renovacién

Estamos ante un fendmeno de renovacion cuando los tiempos de
vida son independientes e idénticamente distribuidos.

Un fenémeno de renovacion aritmético es aquel en el que S;
toma valores en N.
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Figure: llustracién de las definiciones de proceso de renovacién



Resultados basicos de la teoria de renovacion

Ley fuerte de los grandes nimeros
Si = E(S;) < oo entonces N;/t — 1/ casi seguramente

Teorema de renovacion elemental
Si u=E(S1) < oo entonces m(t) /t — 1/ p.



La medida de renovacién (caso aritmético)

Sea
up =P@Em, Ty =n) =Y P(Tp=n)

m

Teorema de renovacion clave de Erdés-Feller-Pollard
Para un proceso de renovacién aritmético, aperidédico y con media
finita:

lim u, — —.
n—o0



El teorema de renovacion de Blackwell

Sea S un proceso de renovacién no-aritmético. Se puede pensar
que S; es una variable aleatoria con densidad. Sea T la sucesién de
tiempos de ocurrencia de sucesos y N el proceso de contéo
asociado.

Medida de renovacién
La medida de renovacién es la medida U en [0, c0) tal que

U([o, t]) = E(N,) = ZIP’ (Th <t

Se utilizara la notacién U; para U([0, t]).

Teorema de renovacion de Blackwell

Para todo h > 0: A
lim U — Uy = —.
t—o00 t+h t



La ecuacidn de renovacion

Escribiremos

p=pk)=P(S1=k) y uy=PEm, Tm=n)=> P(Tp=n)

m

Teorema clave de renovacidn en el caso discreto
Si z es solucién a la ecuacién de renovacién

2(n) = b(n) + 3 pez(n—J).

Jj<n

y b es sumable entonces z estd dada por z(n) = > b(x) u(n — x)
y z(n) = >, b(x) /p conforme n — oo.



El proceso de Poisson

Proceso de contéo

Un proceso de contéo es un proceso con trayectorias constantes
por pedazos que comienza en cero, toma valores enteros y va
incrementando de uno en uno en los instantes T; < T; < ---. Sea
To=0. AS;=T;— T;_1 se le llama i-ésimo tiempo interarribo.

Proceso de Poisson
Un proceso de Poisson de intensidad A es un proceso de contéo
N tal que
> La distribucién de Ny s — N; es Poisson de pardmetro A
» Si0=ty <ty <-.-- <ty las variables
Ne — Ny, ...y Ni, — N, son independientes.

El proceso de Poisson como fenémeno de renovacion

Un proceso de contéo es un proceso de Poisson de intensidad A si
y sélo si sus tiempos interarribo son exponenciales independientes
de parametro .



Propiedad de Markov del proceso de Poisson

Propiedad de Markov del proceso de Poisson

Sea N un proceso de Poisson de pardmetro \. El proceso Nt dado
por N! = N¢is — N; es un proceso de Poisson de pardmetro \ y es
independiente de Ng,s < t.



El proceso de Poisson compuesto
Sea S5, =& + -+ &, donde &1, &, ... son variables aleatorias
independientes. (Interpretamos a & como el monto de la i-ésima
reclamacién de una compaiiia de seguros.)
Sea N un proceso de Poisson independiente de S. (Interpretamos a
N; como la cantidad de reclamos que han llegado a la compaiiia de
seguros en el intervalo de tiempo [0, t].)
Entonces, al tiempo t, el monto total que ha sido reclamado a la
compaiiia de seguros es

Xt — SNt = § gl
<Ny
El proceso X se conoce como proceso de Poisson compuesto.

E

| proceso de Poisson compuesto es un proceso de Lévy:

Incrementos estacionarios La distribucién de X:;s — X; sélo
depende de s.

Incrementos independientes Si 0 =ty < t; < --- < t,, las variables

\/ N/ \/ \/ 1 1



Cadenas de Markov a tiempo continuo
Definicién
Una cadena de Markov a tiempo continuo con probabilidades
de transicién P, t > 0 y distribucién inicial ™ es un proceso
estocastico (X¢),~, con valores en E y trayectorias constantes por

pedazos y minimales tal que si xp,...,x, € E y
0=ty < t; < <t, entonces

IED()<1.'0 = X0y - ath — Xn) — WXOPtlfto(XOa Xl) e Ptnft,,,l (anlaxn) .

Ecuaciones de Chapman-Kolmogorov

Las probabilidades de transicién satisfacen las ecuaciones de
Chapman-Kolmogorov

Pt+s:PtPs~



Cadenas de Markov a tiempo continuo, Propiedad de
Markov

Propiedad de Markov

Si X es una cadena de Markov a tiempo continuo y X! = X5,
entonces X' también es una cadena de Markov a tiempo continuo
con las mismas probabilidades de trancisién que X. X! es
independiente de X, s < t condicionalmente a X;.

Tiempos de paro

Un tiempo de paro es una variable aleatoria T tal que
{T<t}eo(Xs:s<t).

Propiedad de Markov fuerte

Sea T un tiempo de paro finito. Entonces el proceso X dado por
XtT = X714+ es una cadena de Markov con las mismas
probabilidades de transicién que X que es independiente de

Xs,s < t condicionalmente a Xrya T < t.



Caracterizacion de cadenas de Markov a tiempo continuo
Consideremos a los tiempos aleatorios
To=0, Torai=inf{t>T,: Xe#Xr,} y (= 1Im T,
n—oo

con la convencién inf ) = co. Consideremos ademds a la cadena
asociada
Z, = X7,

si T, < 0o. Definimos Z,ym = Z, para toda m > 1 si
Tn <0 = T,-H_]_.

Caracterizacion de cadenas de Markov

El proceso Z es una cadena de Markov de matriz de transiciéon P
que comienza en x bajo P,. Si ¢(x) > 0 para toda x € E,
condicionalmente a Z, las variables 51, 5,,...con S; = T; — T;_1
son independientes y exponenciales de parametros

C(Zo) ; C(Zl) goe e



Caracterizacion de cadenas de Markov a tiempo continuo

Caracterizaciéon de cadenas de Markov

El proceso Z es una cadena de Markov de matriz de transiciéon P
que comienza en x bajo P,. Si ¢(x) > 0 para toda x € E,
condicionalmente a Z, las variables 51, 5,,...con S; = T; — T;_1
son independientes y exponenciales de parametros

C(Zo) s C(Zl) g

La matriz de tasas de transicién
Sea ay = c(x) Px,y.

La matriz infinitesimal

Esta dada por
Qux X
QX7y — { 4 # .y .
—c(x) x=y

Esta matriz satisface: Qy,, > 0 si x # y, Zy Qx,y =0.
Cualquier matriz que satisfaga las condiciones anteriores es la
matriz infinitesimal de una cadena de Markov a tiempo continuo.



Simulacién de cadenas de Markov a tiempo continuo
Sea @ una matriz infinitesimal y 7 una distribucién inicial. Para
simular a una cadena de Markov con matriz infinitesimal Q
seguimos el siguiente procedimiento:

» Simulamos una variable Zy con distribucién 7.

» Si Zy = x simulamos una variable exponencial S; con
pardmetro c(x)

» (Independientemente) simulamos una variable Xj tal que
P(X1=y) = Q(x,y) /c(x) si y # x.

» Si ya hemos construido a Zy,...,Z,ya So,..., S,y Z, = x,

» Simulamos a una variable exponencial S, 11 con pardmetro
c(x)

» Simulamos a una variable X, tal que
P(Xnt1=y) = Q(x,y) /c(x) si y # x.

Ahora ponemos To =0, T,=S51+---Spy

Xe =2y si Typ<t< Tni1.



Las ecuaciones de Kolmogorov

Ecuacién backward de Kolmogorov

Para cualquier x,y € E, las probabilidades de transicién satisfacen
la ecuacion backward de Kolmogorov

%Pt(xa)’) = Za(x,z) Pe(x,2) = Pe(x,y).
zeE

Dada la matriz de tasas de transicion, definiremos a la matriz
infinitesimal @ mediante:

_Jalx,y) x#vy
QX,y - .
—c(x) x=y
Entonces la ecuacién backward de Kolmogorov se puede escribir
como la ecuacién diferencial para la matriz P;
0

aift= QP



Las ecuaciones de Kolmogorov

La ecuacién backward de Kolmogorov se puede escribir como la
ecuacién diferencial para la matriz P;

0
apt:QPt.

Cuando el espacio de estados E es finito, la (nica solucién est3
dada en términos de la exponencial de la matriz infinitesimal: sea

s)
thn

tQ _

€ _Z nl

n=0

Entonces P; = et? y también se satisfacen las ecuaciones forward
de Kolmogorov:



Distribuciones invariantes

Distribucién invariante

Decimos que una distribucién v en E (identificada con la coleccién
numérica v, = v({x})) es invariante para una familia Markoviana
si

ZVXPt(va) = Vy.

Como encontrar distribuciones invariantes

Si v es invariante entonces vQ = 0.

Una medida de probabilidad v tal que )", vyc(x) < oo es
invariante para X siy sélo si cv = (cxvx, x € E)) es invariante
para la cadena asociada.

Aperiodicidad de las cadenas a tiempo continuo

P:(x,y) > 0 para alguna t > 0 si y sélo si P¢(x,y) > 0 para toda
t > 0.



El teorema fundamental de convergencia

Teorema fundamental de convergencia
Si (P«) es una familia markoviana irreducible entonces son
equivalentes:
1. Existe una dnica distribucion invariante v para la familia que
satisface v, > 0 para toda x € E y para cualquier distribucién
inicial u:

t—o0

lim > [P,(Xe =y) — vy | =0.

2. Para alguna h > 0, la sucesién de variables aleatorias
(Xnn, n € N) es una cadena de Markov positivo recurrente.
En caso contrario, no existe ninguna distribucién invariante y
P, (Xt = y) — 0 conforme t — co.
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