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The theory of orthogonal matrix polynomials (OMP) was
introduced in [Krein, 1949].

Systematically studied in the last 15 years.

(]

(]

In [Durédn, 1997] it is raised the problem of characterizing
OMP satisfying second order differential equations.

(]

Scalar case: [Bochner, 1929] = Hermite, Laguerre and Jacobi.

o New ( ) matrix examples:
[Duran and Griinbaum, 2004] and
[Griinbaum, Pacharoni and Tirao, 2003].
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HISTORICAL REVIEW

The theory of orthogonal matrix polynomials (OMP) was
introduced in [Krein, 1949].

Systematically studied in the last 15 years.

In [Durdn, 1997] it is raised the problem of characterizing
OMP satisfying second order differential equations.

Scalar case: [Bochner, 1929] = Hermite, Laguerre and Jacobi.
o New (non-trivial) matrix examples:

[Duran and Griinbaum, 2004] and

[Griinbaum, Pacharoni and Tirao, 2003].
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NEW PHENOMENA

Several linearly independent second—order differential operators for
a fixed family of OMP. J

OMP satisfying odd order differential operators (even first order). J

Richer behavior of the algebra of differential operators having a
fixed family of OMP as eigenfunctions (usually non-commutative). J
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@ Given a self adjoint positive definite matrix weight function W
we define a skew symmetric bilinear form (inner product):

b
(P, Q):/ P(t) W(t) Q*(t) dt

@ This leads to a family of OMP {P,},>0 with deg P, = n,
non—singular leading coefficient and (P, Pm) = ©,n # m.

o We say that a weight matrix W; reduces to scalar weights if
there exists a nonsingular constant matrix T with
Wi = TWLT* and W, diagonal.

@ Examples considered here satisfy
l2(Pn) = P (t)As(t) + Pp(t)A1(t) + Po(t)Ao = TnPa(t) |

e (5 is symmetric if (/2(P), Q) = (P, £2(Q)).




Generating examples:

@ [Duran and Griinbaum, 2004]:

AW = WA

2(AW) = AW + WA,

(A2 W)N — (Al W)/ + AgW = WAS
t—Xx

lim Ax(£)W(£) = 0 = lim (A1 (£)W(£)~ W(£) A} (1))

, for x=a,b.
@ Matrix spherical functions associated with
Pn(C) = SU(N + 1) /U(N).

[Griinbaum, Pacharoni and Tirao, 2003]
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Generating examples:
o [Durdn and Griinbaum, 2004]:

SYMMETRY EQUATIONS
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2(AW) = A W + WA,
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BouNDARY CONDITIONS

| A

tlu_rpx A(t)W(t)=0= tli_rpX(Al(t)W(t)—W(t)A’{(t)), for x = a, b.
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Generating examples:
o [Durdn and Griinbaum, 2004]:

SYMMETRY EQUATIONS
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2(AW) = A W + WA,
(AW)" — (A W) + AW = WAS

| A

BouNDARY CONDITIONS

tlu_rpx A(t)W(t)=0= tli_rpX(Al(t)W(t)—W(t)A’{(t)), for x = a, b.

<

@ Matrix spherical functions associated with
Pn(C) = SU(N + 1)/U(N).
[Griinbaum, Pacharoni and Tirao, 2003].
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THE FAMILY OF EXAMPLES

THE MATRIX WEIGHT

WavVla“'yVN—l(t) = tae_teAtt%Jt%J* eA*t, a>-1,t>0
11 0 0
00 m 0 N-1 0 0
A= : ,vieC, J= 1 0
0 0 0 -+ wvn_1 i 5
0O 0o 0 --- 0
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THE FAMILY OF EXAMPLES

THE MATRIX WEIGHT

1 1 g% *
Woy oy (£) = t¥e~ At t2712 A a > 1 £ >0

FACTORIZATION
Wovg oo oy, (t) = t¥e ET(t) T*(t), where

T'(t) = ;(A + i) T(t), adad=[A J]=—A.
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SECOND ORDER DIFFERENTIAL OPERATORS

FIRST DIFFERENTIAL OPERATOR

lo1 = D?*tl + DY[(a+ 1)/ + J + t(A— )] + D°[(J + al)A — J]
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SECOND ORDER DIFFERENTIAL OPERATORS

FIRST DIFFERENTIAL OPERATOR

Conclusions

lay = D?tl + DY[(a+ 1)1 + J + t(A = 1)] + D°[(J + al)A — J]

SECOND DIFFERENTIAL OPERATOR

Assuming
i(N=1)vn_1]? = (N=D)]vi P+ (N=i=D)lwiPloy_a2, i = 1, |

= lpp = D?Ay + D'A; + DPAg, where

Ar = t(J — At),
Al=Q+a+)J+Y —t(J+ (a+2)A+ YY" —adaY),
N-1

Ao |2[J— (a+ )A],

 lvn-r

where (Y)ji—1 = INZD) f=2 ... N, and (Y)ij = 0 otherwise.

Vi

N—-2.
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THE ALGEBRA OF DIFFERENTIAL OPERATORS

THE WEIGHT MATRIX FOR N = 2

1+ |af?t) at
at 1

Wi a(t) = te! (t( ) , a>-1t>0
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THE ALGEBRA OF DIFFERENTIAL OPERATORS
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THE ALGEBRA OF DIFFERENTIAL OPERATORS

THE WEIGHT MATRIX FOR N = 2

2
Wa.a(t) = tYe ™t (t(l + o) at) , a>—-1,t>0

5

at 1

THE ALGEBRA OF DIFFERENTIAL OPERATORS

Given a fixed family of OMP (Pp),, we study the algebra over C

k
D(Wa,) = {e = 3" DIA(t)  U(Pa(t)) = Tal)Palt), n > o}

i=0

WHY DO WE STUDY THIS ALGEBRA?

There is a rich and deep connection between algebras of differential
operators having a common set of eigenfunctions (not necessarily
orthogonal polynomials) and certain algebraic-geometric object. See
[Burchnall and Chaundy].
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SCALAR CASE

If £ is the corresponding second order differential operator of the
classical orthogonal polynomials (Hermite, Laguerre or Jacobi):

Ho(t)" — 2tH,(t) = —2nH,(t),
tL(t)" + (a+ 1 — t)LS(t) = —nLS(t), and
t(1— t)PY (1) + (a+ 1 — (a+ B+ 2)1) PSP (2) =

—n(n+a+ B+ 1)P(1),
then

k
U= Z C;ﬁi,
i=0

where ¢; € C and U is an even order differential operator.

Then D = C[L]
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THE ALGEBRA D(W, )

LINEARLY INDEPENDENT DIFFERENTIAL OPERATORS

order 0|1/2|3(4|5|6|7]38
dimension |1 {0 |2 |2 |2|2|2]|2]2




Introduction The example Conclusions

THE ALGEBRA D(W, )

LINEARLY INDEPENDENT DIFFERENTIAL OPERATORS

order 0|1(2|3|4|5|6|7]8
dimension | 1 |0 |2 (|2 |2[2|2|2]|2

BASIS FOR THE SECOND ORDER DIFFERENTIAL OPERATORS

. _14]a? 1
51:D2tl+D1<a+2 t at >+D°( al* (+?)a>

0 a+1-—t

JaP

9442 2+|a?(2a+5))t
£,=p2(t ~2at%) | pifat+2+t — (2t 2o ts))t
0 -t 2 —t—a-—1

a

1+]a?  _ (1+e)(2+]a]*)
(7 )

4‘I—l wl
N

|a
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THIRD ORDER DIFFERENTIAL OPERATORS

BASIS FOR THE THIRD ORDER

DIFFERENTIAL OPERATORS
L3 = D3A31(t) + D?Az1(t) + DA 1(t) + Ao
L4 = D3As5(t) + D2 Az o(t) + D A1 o(t) + Aga,
where the leading coefficients are given by:

tn o —la]?t? at?(1+ |al?t
As1(t) = t(At—Zn!adAA ) = ( ’_“_?t (|a|2t|2’ )>

n>0

t" n A% 32t2 at2 -1+ 32t
RS t<At+Zn!adAA ) - <| «|5t (—\a\2t|2| ))

n>0
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THE CORRESPONDING EIGENVALUES

EIGENVALUES

1 Yn+1,a 0
Lor=— ’ ,
’ |a|2< 0 —vna
.o L (0 a(l+atnynavnia
3 |a]2 \a 0 ’
r _i 0 —a(l+a+ n)YnaYntia
YT e \a 0 '
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A SAMPLE OF RELATIONS [

[’% = ‘Cgv ‘C.’2’: = _‘64217
L1Ly = LoL1, L3L4=—L4L3.
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FOUR QUADRATIC RELATIONS
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The example
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FOUR QUADRATIC RELATIONS

Ly =13,
L1L> = Lo2L1,

L% = _‘64217
L3L4 = —LaL3.

FOUR PERMUTATIONAL RELATIONS

L1La— Lola =0,
L3Ls+ L4L1 =0,

LoLs — L1La =0,
L3L1 4+ L4Lr = 0.

FOUR MORE QUADRATIC RELATIONS

L3 = L1Ly — L4Ly,
L3 = LoL3+ L3Lo,

L4 =L1L3 — L3L
L4 = LoLg+ L4L5.
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A SAMPLE OF RELATIONS I

FOUR QUADRATIC RELATIONS

L3 =13, £3=-L3,
L1Ly = LoL1, L3L4=—L4L3.

FOUR PERMUTATIONAL RELATIONS

Bl = fopfr = B B/ — (/o = G
L3Lo+ L4L1 =0, L3L1+ L4Lr =0.

FOUR MORE QUADRATIC RELATIONS

L3=L1Ly— L4Ly, La=L1L3—L3L
L3 = LoL3+L3Lr, L4=Lo2Ly+ L4Lo.

CUBIC RELATIONS

L1L2 = L3301, LoL3=L3L,.
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A SAMPLE OF RELATIONS II

SMALL BASIS

Considering C(L1, L2, L3,L4) and L1 < L < L3 < L4 where < is
the graded lex order and the two-side ideal generated by the 14
previous relations, we have that the following 9 relations form a
small basis (minimal set of relations that generate the whole ideal):

L£3— L3 L3+ L3,
LoLy — L1Lo, Lal3+ L3Ly4,
Sy =Gy GG G
LaLly — L1Ls+ L3, L3L1— L1L3+ L4,V
L3Ls+ L1Lg — L3
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A SAMPLE OF RELATIONS II1

L> IN TERMS OF L1 AND L3

[|a|2(2 +a)— 1] [|a|2(a —1)-1] L= 2|al? [|a\2(2a +1)—2] Ly
+ Ua|4(oz2 +a—5)—]a?(a+1)+ 1} L2
—2|al? [|a|2(2a +1) — 2] £3 4+ 3|a)*ct

1 15 9
-3 [la*(2a + 1) — 2] £3 + 7|a|2z:§,,c1 - 5|a|2,c3z:1,c3
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A SAMPLE OF RELATIONS II1

L> IN TERMS OF L1 AND L3

[|a|2(2 +a)— 1] [|a|2(a —1)-1] L= 2|al? [|a\2(2a +1)—2] Ly
+ Ua|4(oz2 +a—5)—]a?(a+1)+ 1} L2
—2|al? [|a|2(2a +1) — 2] £3 4+ 3|a)*ct

1 15 9
-3 [la*(2a + 1) — 2] £3 + 7|a|2z:§,,c1 - 5|a|2,c3z:1,c3

D( Wa7a) = C<L1a £3>

For the exceptional values of & =1+ ﬁ or v =—2+ # ("cusps”)
= CONJECTURE: D(W, ,) = C(Ly, L2, L3)
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CLOSING REMARKS AND FUTURE DIRECTIONS

@ It is remarkable that weight matrices corresponding to N =3
and 4 yield to fifth and seventh order (respectively) symmetric
differential operators, but no third order.

@ This is the first example of weight matrix which does not
reduce to scalar weights having symmetric odd order
differential operators.

@ We hope to find theoretical proofs of these new phenomena
and illustrate new ones in future publications.

@ The matrix case is much richer than the scalar one.
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matrix orthogonal polynomials and Dirac s equation, J. Phys. A:
Math. Gen. (2006).
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POSSIBLE APPLICATIONS

[Durdn and Griinbaum, 2006] P A M Dirac meets M G Krein:
matrix orthogonal polynomials and Dirac s equation, J. Phys. A:
Math. Gen. (2006).

RANDOM WALKS
[Griinbaum, 2007] Random walks and orthogonal polynomials:
some challenges, arXiv: math.PR/0703375v1, (2007).

| A\

TIME-AND-BAND LIMITING

[Durdn and Griinbaum, 2005] A survey on orthogonal matrix
polynomials satisfying second order differential equations, J.
Comput. Appl. Math. (2005).
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