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1 Discrete dynamical systems

A (discrete) dynamical system consists of a space X and a transformation f : X → X.
In general, X carries some sort of structure:

• X is a topological space.

• X is a measurable space (Borel), and comes with a probability measure.

• X is a metric space.

• X is a compact metric space.

• X is a differentiable manifold.

Also, in general f is required to preserve the structure:

• f is continuous.

• f is measurable, and it is measure preserving.

• f is expanding, contracting, an isometry, etc.

• f is differentiable.

Each case above gives rise to a whole area of study: topological dynamics, measurable
dynamics, ergodic theory, dynamics of compact metric spaces, differentiable dynamics,
etc. Also, we have the following two cases:

• f is invertible (a bijection).

• f is not invertible.

We will be mainly interested in topological dynamical systems1 (TDS), that is, systems
(X, f) where X is a topological space and f : X → X is continuous. Furthermore, in
general, the topology will be metrizable and X will be a compact metric space. In
addition, we will mainly focus on the case when f is invertible. Henceforth, unless
otherwise stated, by a dynamical system we will mean a pair (X, f) where X = (X, d)
is a compact metrizable space (d : X ×X → R+ is a metric that induces the topology),
and f : X → X is a continuous function or a homeomorphism (automorphism).

2 Orbits and natural extensions

Let (X, f) be a dynamical system and let x ∈ X.

• Positive semiorbit (or forward orbit):

O+
f (x) = {x, f(x), f 2(x), . . .} ∈ XN.

• Negative semiorbit (or backward orbit): If f is invertible,

O−f (x) = {. . . , f−3(x), f−2(x), f−1(x)} ∈ XZ<0 .

1Later, if there is time and interest, we will consider measurable dynamical systems.
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• Orbit : If f is invertible,

Of (x) = O+
f (x) dO+

f (x) = {. . . , f−2(x), f−1(x), x, f(x), f 2(x), . . .} ∈ XZ.

We shall view (semi)orbits both as sets and as (either one-sided –left or right–, or
double-sided) infinite sequences (the context should always be clear2).

A point x ∈ X is transitive for f if O+
f (x) = X.

Proposition 2.1 (See [1], pp. 32). If (X, f) is invertible, X has no isolated points,
and there is a dense orbit, then there exists a dense forward orbit.

A TDS (X, f) is minimal if it possesses no closed non-empty invariants subsets (i.e.
Y ( X, Y 6= ∅, and fn(Y ) ⊆ Y for all n)3. If (X, d) is compact, then (X, f) is minimal
if and only if every point x ∈ X is transitive.

The natural extension of an (invertible) TDS (X, f) is the (invertible) TDS (X, f) where

X = {Of (x) | x ∈ X} ⊆ XZ

(the orbits here are thought as sequences), and f : X → X is defined as follows: for
every x ∈ X,

f
(
Of (x)

)
n

= f
(
Of (x)n

)
.

Here XZ inherits the product topology. Since X is compact metrizable and f is con-
tinuous (and invertible), (X, f) is a compact metrizable (invertible) TDS. Observe that
f is the left shift map automorphism, that is f = σ where σ : X→ X acts as follows:

Of (x) = · · · , f−2(x) , f−1(x) , x , f 1(x) , f 2(x) , · · ·

↓ σ ↓ ↙ ↓ ↙ ↓ ↙ ↓ ↙ ↓

f
(
Of (x)

)
= · · · , f−1(x) , x , f 1(x) , f 2(x) , f 3(x) , · · ·

.

A similar definition applies to non-invertible TDS.

3 Periodic points and zeta functions

Let (X, f) be a dynamical system. A point x ∈ X is periodic if the following holds:

∃ n ≥ 1 such that fn(x) = x.

If the above holds, then we say that x is a periodic point of period n. Observe that if x is
periodic of period n, then it is also periodic of period nk for every k ≥ 1. Thus it makes
sense to define the minimal period of x as the smallest n ≥ 1 such that fn(x) = x.

A point x ∈ X is eventually periodic if the following holds:

∃k ≥ 0 and n ≥ 1 such that fn+k(x) = fk(x).

If f is invertible, then eventual periodicity =⇒ periodicity.

2For example, if we write something like Of (x)k, then we will be refering to the kth entry of the
sequence determined by the orbit of x, i.e. Of (x)k = fk(x).

3Otherwise (Y, f |Y ) is a TDS, a subsystem of (X, f). Thus a minimal system has no proper sub-
systems.
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Proposition 3.1. Let (X, f) be an invertible dynamical system.

• A point x ∈ X is periodic if and only if |Of (x)| <∞.

• A point x ∈ X is periodic of minimal period n ≥ 1 if and only if |Of (x)| = n.

• If x ∈ X is periodic of period m ≥ 1 and minimal period n ≥ 1, then n|m.

Proof. Exercise.

For every positive integer n ≥ 1, let the set of periodic points of period n and the set
of periodic points of minimal period n be

• Pn(X, f) = {x ∈ X | fn(x) = x}

• Qn(X, f) = {x ∈ Pn(X, f) | fk(x) 6= x for all k = 1, . . . , n− 1}
respectively (observe that Qn(X, f) ⊆ Pn(X, f)).

Notation. We will also write Pn(f), Pn(X), and sometimes simply Pn, and similarly
for Qn, whenever there is no room for confusion (similar abuse of notation will occur
in other instances).

Also, let P(X, f) =
⋃
n≥1Pn(X, f) be the set of all periodic points. If f is invertible,

then x ∈ X is periodic if and only if f(x) is periodic, and in this case

(X \ P(X), f |X\P(X))

is a (generally non-compact) dynamical system called the free part of (X, f). Let

• pn(X, f) = |Pn(X)|

• qn(X, f) = |Qn(X)|
Finite assumption. pn is finite for every n ≥ 1.

Clearly,

pn =
∑

k|n

qk. (1)

On the other hand, Möbius inversion yields the converse (see Appendix):

qn =
∑

k|n

µ
(n
k

)
pk. (2)

The counting sequence {pn} is coded in the Artin-Mazur (or exp-log, or dynamic) zeta
function defined by

ζX,f (z) = exp

(∑

n≥1

pn
n
zn

)
. (3)

We say that a dynamical system (X, f) has a well defined zeta function if, in addition
to the condition pn <∞ for every n ≥ 1, we also have R−1 = lim(pn)1/n <∞. In this
case, ζ(z) is an analytic function in the disc centered at the origin and radius R.
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Exercise: We have seen that {pn} determines {qn} and viceversa (see equations (1)
and (2)). Equation (3) expresses the zeta function in terms of the counting sequence of
periodic points, namely {pn}. For the counting sequences of minimal periodic points,
i.e. {qn}, show that the zeta functions admits the following product formula:

ζ(z) =
∏

n≥1

(1− zqn/n)−1

(observe that qn/n is the number of orbits of size n).

4 Examples

• Interval maps. Let f : [0, 1] → [0, 1] be a continuous function. Then ([0, 1], f)
is a TDS.
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f(x) = 4x(1 � x)
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1
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f(x) =

8
<
:

2x if x 2 [0, 1/2]

2(1 � x) if x 2 [1/2, 1]
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f(x) =

Figure 1: Interval maps.

Exercise. Study the periodic points of the maps above.

• Circle rotations. Let

S1 = {z ∈ C : |z| = 1} = {e2πix : x ∈ [0, 1]} = [0, 1]/ ∼

be the unitary circle (here ∼ means that 0 and 1 are identified). For α ∈ R, let
f = Rα : S1 → S1 be the rotation of S1 by angle 2πα, i.e.

Rα(x) = x+ α mod 1.

Then (S1, Rα) is a TDS.
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<latexit sha1_base64="mTprq26t4EZVOqlKalzlnyPA5pM=">AAAB8nicbVBNSwMxEM36WetX1aOXYBHqpeyKVI9FLx6r2A/YLiWbZtvQbLIks2JZ+jO8eFDEq7/Gm//GtN2Dtj4YeLw3w8y8MBHcgOt+Oyura+sbm4Wt4vbO7t5+6eCwZVSqKWtSJZTuhMQwwSVrAgfBOolmJA4Fa4ejm6nffmTacCUfYJywICYDySNOCVjJv+91iUiGpPJ01iuV3ao7A14mXk7KKEejV/rq9hVNYyaBCmKM77kJBBnRwKlgk2I3NSwhdEQGzLdUkpiZIJudPMGnVunjSGlbEvBM/T2RkdiYcRzazpjA0Cx6U/E/z08hugoyLpMUmKTzRVEqMCg8/R/3uWYUxNgSQjW3t2I6JJpQsCkVbQje4svLpHVe9WrV2t1FuX6dx1FAx+gEVZCHLlEd3aIGaiKKFHpGr+jNAefFeXc+5q0rTj5zhP7A+fwBk1uQzw==</latexit>

R↵(x)
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1

"

⇡

<latexit sha1_base64="CrBHBDRwNvabCk66ayi6alrycD4=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseiF48V7Ae0oWw2m3btJht2J0Ip/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ncLa+sbmVnG7tLO7t39QPjxqGZVpxptMSaU7ATVcioQ3UaDknVRzGgeSt4PR7cxvP3FthEoecJxyP6aDRESCUbRSqxeGCk2/XHGr7hxklXg5qUCORr/81QsVy2KeIJPUmK7npuhPqEbBJJ+WepnhKWUjOuBdSxMac+NP5tdOyZlVQhIpbStBMld/T0xobMw4DmxnTHFolr2Z+J/XzTC69iciSTPkCVssijJJUJHZ6yQUmjOUY0so08LeStiQasrQBlSyIXjLL6+S1kXVq1Vr95eV+k0eRxFO4BTOwYMrqMMdNKAJDB7hGV7hzVHOi/PufCxaC04+cwx/4Hz+ALNxjzs=</latexit>...

Figure 2: Circle rotations.
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If α = p/q is rational, then Rq
α = Id, so every point is periodic (and the zeta

function is not well defined, in fact the finite assumption is not even satisfied!
Why?). Otherwise, if α is irrational, then every positive semiorbit is dense in
S1. Indeed, the pigeon-hole principle implies that, for every ε > 0, there exist
m,n < 1/ε such that m < n and d(Rm

α , R
n
α) < ε. Then Rn−m is a rotation by an

angle less than ε, so every positive semiorbit is ε-dense in S1.

Thus, when α is irrational, (S1, Rα) is minimal (in particular, Rα has no periodic
points).

• Expanding endomorphisms of the circle. Again let S1 = [0, 1]/ ∼ be the
circle. For every m ∈ Z \ {−1, 0, 1}, let f = Em : S1 → S1 be

f(x) = mx mod 1.

Then (S1, Em) is a TDS.

1

1
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Figure 3: Expanding endomorphisms of the circle.

• Full shifts and shift spaces. Let A be an alphabet, i.e a finite discrete set,
e.g.

A = {0, . . . ,m− 1}.
Let

AZ = {(xn)n∈Z : xn ∈ A ∀ n ∈ Z}
be the set of bi-infinite sequences of symbols in A. The set AZ is equipped with
the product topology. A basis for such topology consists of the cylinder sets :
Given ω = a1 . . . an ∈ An and k ∈ Z,

C[ω; k] = {x = (xn)nZ : x[k,k+n−1] = ω}.

Actually, the topology is metrizable, it is generated by the Cantor metric:

∀ x = (xn)n∈Z ∈ AZ and ∀ y = (yn)n∈Z ∈ AZ,

let

d(x,y) =
1

2n(x,y)

where

n(x,y) =




∞ if x = y

min{k ≥ 0 : xk 6= yk or x−k 6= y−k} otherwise
.
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Exercise. Prove that the Cantor metric generates the topology.

The dynamics is given by the left shift map σ : AZ → AZ, i.e. the automorphism
defined for every

x = (xn)n∈Z ∈ AZ

by the rule
σ(x)n = xn+1 ∀ n ∈ Z

(compare with the natural extension: What differences do you see?).

Exercise. Prove that σ : AZ → AZ is a homeomorphism.

Then (AZ, σ) is the TDS known as the (two-sided, or invertible) full shift over the
alphabet A.

One-sided full shifts are defined similarly. In this case, σ : AN → AN is no longer
a homeomorphism, it is onto though, actually it is m-to-1.

• Subshifts. Let F ⊂ A∗ = ∪n≥1An be a set of finite words. Then define

X = XF ⊆ AZ

as follows:

XF = {x = (xn)n∈Z ∈ AZ : ∀ k ∈ Z and ∀ w ∈ F , x[k,k+|ω|−1] 6= ω}.

Then XF is a closed σ-invariant subset (prove it!) and

(XF , σ|XF )

is a TDS known as a subshift, or shift space.

One sided shift spaces are defined similarly.

Symbolic dynamics is the area of topological dynamics that studies shift spaces. The
main focus of the course will be to study shift spaces!

5 Classification of dynamical systems

Let (X, f) and (Y, g) be two TDSs. A (topological) homomorphism is a continuous
function φ : Y → X such that f◦φ = φ◦g, that is, the following diagram is commutative:

Y
g−−−→ Y

φ

y
yφ

X −−−→
f

X

• If φ is injective, then it is an (topological) embedding. In this case we can think
of (Y, g) as a subsystem of (X, f).
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• If φ is surjective, then it is a (topological) semiconjugacy, in which case we say that
(X, f) is a factor of (Y, g). In this case we can think of (Y, g) as a supersystem
of (X, f), meaning that we can “squeeze” (Y, g) and as a result get (X, f), so to
speak.

• If φ is bijective, then it is a (topological) conjugacy. In this case we can think of
(X, f) and (Y, g) as being “essentially” the same.

Classification problems in dynamics. Classify TDSs with respect to embeddings,
semiconjugacies and conjugacies. More precisely, given two TDSs (X, f) and (Y, g),
find necessary and sufficient conditions for

• the existence of an embedding φ : Y → X;

• the existence of a semiconjugacy φ : Y → X; and

• the existence of a conjugacy φ : Y → X.

6 Invariants

We will associate special mathematical objects to dynamical systems, widely called in-
variants because they are meant to help addressing classification problems in dynamics.
For example, consider the number of periodic points of period n, or moreover the zeta
function itself:

Exercise.

• If φ : X → Y is an embedding, then pn(X) ≤ pn(Y ) for every n ≥ 1.

• If φ : X → Y is a factor, then pn(X) ≥ pn(Y ) for every n ≥ 1.

• If φ : X → Y is a conjugacy, then ζX(z) = ζY (z), or equivalently, pn(X) = pn(Y )
for every n ≥ 1.

One central and fundamental invariant is the topological entropy. In words, the topo-
logical entropy is defined as the logarithm of the exponential growth rate of the number
of essentially different orbit segments of length n (thus it is a non-negative number or
+∞). It is a topological invariant that measures the complexity of the orbit structure
of a dynamical system. For symbolic systems, the topological entropy is easily defined
and it can be computed in several general cases (as we shall see). For general TDSs,
the definition of topological entropy is more intricate, and computing the entropy can
be quite difficult.

Given a TDS (X, f), we will denote by h(X) its topological entropy (we have not defined
it yet). The following will hold:

• If φ : X → Y is an embedding, then h(X) ≤ h(Y ).

• If φ : X → Y is a factor, then h(X) ≥ h(Y ).

• If φ : X → Y is a conjugacy, then h(X) = h(Y ).

These facts exhibit the importance of the topological entropy, particularly with respect
to classification problems in dynamics. Let us jump into it.
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7 Topological entropy

Let (X, f) be a TDS with (X, d) a compact metric space. For each n ≥ 1, let

dn(x, y) = max
0≤k<n

d
(
fk(x), fk(y)

)
∀ x, y ∈ X.

Exercise. Prove the following:

• (X, dn) is a metric on X.

• d1 = d and dn ≥ dn−1 for all n > 1.

• All these metrics are equivalent.

Let ε > 0.

• Spanning sets. A subset A ⊆ X is (n, ε)-spanning if

∀ x ∈ X, ∃ y ∈ A, dn(x, y) < ε.

Compactness =⇒ there are finite (n, ε)-spanning sets. Then we define

span(n, ε, f) = min{|A| : A ⊆ X is (n, ε)-spanning}

• Separated sets. A subset A ⊆ X is (n, ε)-separated if

∀ x, y ∈ A, dn(x, y) ≥ ε.

Compactness =⇒ any (n, ε) separated set is finite. Then we define

sep(n, ε, f) = sup{|A| : A ⊆ X is (n, ε)-separated}
= max{|A| : A ⊆ X is (n, ε)-separated}

(the second equality also follows from compactness).

• Covering sets. Let

cov(n, ε, f) = min{|Λ| : P = {Pk}k∈Λ is a covering of X and diamdn(Pk) < ε}.

Compactness =⇒ cov(n, ε, f) <∞.

These three quantities count the number of orbit segments of length n that are distin-
guishable at scale ε.

Lemma 7.1.

cov(n, 2ε, f) ≤ span(n, ε, f) ≤ sep(n, ε, f) ≤ cov(n, ε, f).

Proof. First inequality: Let A be (n, ε)-spanning such that |A| = span(n, ε, f). Then
the open dn-balls of radius ε centered at the points of A cover X. Compactness =⇒
there exists ε1 < ε such that the closed balls of radius ε centered at the points of A
also cover X. Their diameter is 2ε1 < 2ε, so cov(n, 2ε, f) ≤ span(n, ε, f).

The rest of the inequalities are left as Exercises.
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Let

hε(f) = lim
n→∞

1

n
log
(
cov(n, ε, f)

)
.

cov(n, ε, f)↗ as ε ↘ =⇒ also hε(f) ↗ as ε ↘ =⇒ the following limit,
called topological entropy, exists:

htop = h(f) = lim
ε→0+

hε(f)

By Lemma 7.1, we have

h(f) = lim
ε→0+

lim
n→∞

1

n
log
(
span(n, ε, f)

)

= lim
ε→0+

lim
n→∞

1

n
log
(
sep(n, ε, f)

)
.

Lemma 7.2. The following limit exists and it is finite:

lim
n→∞

1

n
log
(
cov(n, ε, f)

)
= hε(f).

Moreover,

hε(f) = inf
n≥1

1

n
log
(
cov(n, ε, f)

)
.

Proof. Let U, V ⊆ X be such that

diamdm(U) < ε & diamdn(V ) < ε

Then4

diamdm+n

(
U ∩ f−m(V )

)
< ε.

Hence5

cov(m+ n, ε, f) ≤ cov(m, ε, f) · cov(n, ε, f)

and so the sequence an = log
(
cov(n, ε, f)

)
is subadditive and thus the result follows

from Fekete’s subadditive lemma (see Appendix).

Proposition 7.3. h(f) does not depend on the choice of a particular metric generating
the topology of (X, d).

Proof. Let d and d′ be two (topologically) equivalent metrics. Given ε > 0, let

δ(ε) = sup{d′(x, y) : d(x, y) ≤ ε}.
Compactness =⇒ δ(ε)→ 0 as ε→ 0.

If diamdn(U) < ε, then diamd′n(U) ≤ δ(ε).

Then cov′
(
n, δ(ε), f

)
≤ cov(n, ε, f).

Thus

lim
δ→0+

lim
n→∞

1

n
log
(
cov′(n, δ, f)

)
≤ lim

ε→0+
lim
n→∞

1

n
log
(
cov(n, ε, f)

)
.

Interchanging d and d′ gives the desired result.

4Indeed, let x, y ∈ U ∩ f−m(V ). Since x, y ∈ U , dm(x, y) < ε, but also fm(x), fm(y) ∈ V , and thus
dn
(
fm(x), fm(y)

)
< ε, and so the claim follows.

5Indeed, if U = {Uk}k∈ΛU and V = {Vj}j∈ΛV are two coverings of X, then {U ∩ f−m(V ) : U ∈
U & V ∈ V} is also a covering of X.
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Corollary 7.4. Topological entropy is an invariant of topological conjugacy.

Proof. Let φ : X → Y be a topological conjugacy between the TDSs (X, f) and (Y, g).
Let d be a metric in Y generating its topology. Then d′(x1, x2) = d

(
φ(x1), φ(x2)

)
is a

metric in X generating its topology. Since φ is an isometry between (X, d′) and (Y, d)
and the entropy is independent of the metric, h(f) = h(g).

8 Symbolic representations

The success of symbolic dynamics mainly relies on the fact that shift spaces serve as
models of more general dynamical systems. Let us sketch an example (precise formal
definitions will come later).

Consider the expanding automorphism E10 : S1 → S1 for example. Let A = {0, 1, . . . , 9}
and consider the full A-shift

X = {0, 1, . . . , 9}N.
Subdivide S1 in ten equal subintervals Pj = [j/10, (j + 1)/10) with j = 0, . . . , 9.

For each y ∈ S1 and n ≥ 0, define xn ∈ A by the rule E10(y) ∈ Pj. This results in a point
x = x0x1 . . . ∈ X. The image of S1 on X under this correspondence is not a shift space:
the sequence of points in S1 given by y(1) = .19, y(2) = .199, y(3).1999, . . . converges
in S1 to y = .2, but their images in X, namely x(1) = 19000 . . ., x(2) = 19900 . . .,
x(3) = 19990 . . ., . . . converges to x = 19999 . . ., and the later is not the image of any
point in S1 (the image of the point y = .2 is 20000 . . .). So instead we will construct a
semiconjugacy from X to S1, namely we will map both 19999 . . . and 20000 . . . to .2,
and we will do something similar with all the 10-adic numbers.

The 10-adic numbers have Lebesgue measure zero, so they are kind of negligible. Thus
the map from (X, σ) onto the TDS (S1, E10) that results is 1-1 almost everywhere.
Thus, we can claim that

(S1, E10) is essentially the (one-sided) full shift on 10 symbols.

The above example is the preamble to a formal construction that we will see, known as
symbolic representations.

9 Appendix

9.1 Möbius inversion

Here we prove equation (2).

Let µ : N∗ → {− 1, 0, 1} be the arithmetic function known as the Möbius function, de-
fined by first letting µ(1) = 1 and then, for every n ≥ 2, if we consider the factorization
of n as a product of powers of distinct primes, say n = pα1

1 · · · pαr
r , then

µ(n) =





0 if αk ≥ 2 for some k = 1, . . . , r

(−1)r otherwise (i.e. if α1, . . . , αr = 1)
.
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To prove equation (2), consider the Dirichlet function associated to the Möbius function
µ, that is, let

M(s) =
∑

n≥1

µ(n)

ns

and also consider Riemann’s zeta function

ζ(s) =
∑

n≥1

1

ns
.

Lemma 9.1 (Euler’s formula for the Riemann zeta function). Let P denote
the set of prime numbers. Then

ζ(s) =
∏

p∈P

1

1− p−s .

Proof. Start with

ζ(s) = 1 +
1

2s
+

1

3s
+

1

4s
+

1

5s
+

1

6s
+

1

7s
+

1

8s
+ . . . (4)

and multiply by
1

2s
to get

1

2s
· ζ(s) =

1

2s
+

1

4s
+

1

6s
+

1

8s
+

1

10s
+

1

12s
+

1

14s
+

1

16s
+ . . . . (5)

Subtracting equation (5) to equation (4) we get
(

1− 1

2s

)
· ζ(s) = 1 +

1

3s
+

1

5s
+

1

7s
+

1

9s
+

1

11s
+

1

13s
+

1

15s
+ . . . . (6)

Similarly, multiply the previous equation by
1

3s
and get

1

3s

(
1− 1

2s

)
· ζ(s) =

1

3s
+

1

9s
+

1

15s
+

1

21s
+

1

27s
+

1

33s
+

1

39s
+ . . . . (7)

Subtracting equation (7) to equation (6) we get
(

1− 1

3s

)(
1− 1

2s

)
· ζ(s) = 1 +

1

5s
+

1

7s
+

1

11s
+

1

13s
+

1

15s
+

1

17s
+

1

19s
+

1

23s
+ . . . .

Keep on going this process: multiplying by p−s for every prime p and subtracting the
corresponding previous equation and get the desired result.

Lemma 9.2 (Inverses of zeta and Möbius functions). M(s) · ζ(s) = 1.

Proof. Using Euler’s formula we get

1

ζ(s)
=
∏

p∈P

(1− p−s)

= (1− 2−s)(1− 3−s)(1− 5−s)(1− 7−s)(1− 11−s)(1− 13−s) · · ·
= M(z).
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Lemma 9.3 (Convolution of Dirichlet series). Let

a(s) =
∑

n≥1

an
sn

b(s) =
∑

n≥1

bn
sn

c(s) =
∑

n≥1

cn
sn
.

Then c(s) = a(s) · b(s) if and only if

cn =
∑

k|n

akbn/k ∀ n ≥ 1.

Proof. Exercise.

Proof of equation (2). Let

a(s) =
∑

n≥1

Qn

sn
and c(s) =

∑

n≥1

Pn
sn
.

Since equation (1) holds, the convolution of Dirichlet series implies c(s) = a(s)ζ(s), but
then the inverses of the zeta and Möbius functions imply a(s) = c(z)M(s), thus, again
the convolution of Dirichlet series implies (2).

9.2 Fekete’s subadditive lemma

Lemma 9.4 (Fekete’s subadditive lemma). Let {an}n≥1 be a subadditive sequence
of real numbers, i.e.

an+m ≤ an + am ∀ m,n ≥ 1.

Then limn→∞ an/n exists and equals infn≥1 an/n

Proof. Let α = infn≥1 an/n. Then an/n ≥ α ∀ n ≥ 1. Let ε > 0. It suffices to show
that an/n < α + ε for all n� 1.

By definition, α is the largest number less than or equal to all of the an/n. Thus

∃ k ≥ 1,
ak
k
< α +

ε

2
.

Then, for all 0 ≤ j < k and m ≥ 1 we have
amk+j

mk + j
≤ amk
mk + j

+
aj

mk + j
≤ amk
mk

+
aj
mk

≤ mak
mk

+
ja1

mk
≤ ak

k
+
a1

m
< α +

ε

2
+
a1

m
.

Hence, if n = mk + j is large enough so that a1/m < ε/2, then an/n < α + ε.
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